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Error Calculation and Validation of Field Measurement Results Using the Basic DQM Project File Spreadsheets

By Revital Katznelson, Ph.D.
1.0 About this Standard Operating Procedure (SOP)
This guidance has been created as part of the Data Quality Management (DQM) system implemented by the Clean Water Team (CWT) to support collection of reliable data of known quality in a fully documented, scientifically defensible manner.  The SOP provides instructions for validation of field measurement Results, including calculating and reporting the accuracy and precision of each Result, comparing the error outcomes to Instrument’s performance criteria, and assigning data qualifiers. 
This SOP supports – and specifically refers to – a set of MS Excel spreadsheets provided in the CWT Compendium and in the CWT toolbox as well.  These spreadsheets are part of the ‘Basic DQM Project File’ provided as SOP-9.3.2.2 Template (Compendium) and in this section of the CWT Toolbox.  The SOP can also be used with the Advanced DQM Project File provided in the following section of the Toolbox.  This guidance augments other DQM guidance that has been provided in instrument-specific SOPs within the CWT Guidance Compendium. The current version of this SOP is focused on measurements of temperature, dissolved oxygen, conductivity, pH, and transparency or turbidity in the field. 

Notes: (a) The formulae incorporated into the DQM Project File spreadsheets and discussed in this guidance are based on the premises that you choose your Standard values for conductivity, turbidity, and temperature to be as close as possible to your ambient readings.  (b) If you already have your own data management system, feel free to copy the formulae for accuracy and precision into your system.

2.0  Materials and Skills Requirements  

This SOP has been written for you, the Trainer or the Technical Leader of a monitoring Project.  It is assumed that you have access to a computer with Microsoft Excel 5.0 (or later) and that your Project already has a Basic DQM Project File. It is also assumed that all the monitoring data have been compiled in the RESULT-FIELD master spreadsheet, and that all the calibration and accuracy checks records are in the CALIBRATION & ACCURACY CHECKS spreadsheet. You will need to have your Project File open on your computer when you look at the step-by-step instructions below, and may want to glance at the glossary at the end of this SOP to see how data quality terms are used.   

To follow these instructions you need to be able to perform the following Excel tasks:  

· enter data into a cell

· highlight (select) cells, range of cells, rows, columns, etc. 

· drag and drop a cell or a block of cells

· drag-fill (copy or in series)
· fill down (copy)
· copy, cut, paste

· delete cell content, delete rows or columns

· sort with header row

· sort without header row

· tweak ranges in existing formulae

· hide and unhide columns

3.0  Evaluation of Measurement Accuracy

Accuracy is about how close our measurement Result is to the “true value” as represented by a Standard (a solution or a natural point).   The measure of accuracy is derived for a specific Instrument or Kit and for a given period of time, usually every few Trips (for non adjustable instruments) or between the pre-event calibration adjustments and the post-event accuracy checks (for adjustable instruments).  The way to calculate accuracy depends on the equipment, and each Instrument-specific DQM-SOP provides the appropriate instructions; however some generalizations are made in the following paragraphs.  

For non-adjustable instruments and kits, “accuracy check” records are used to calculate the difference between the instrument reading and the “true value” of the Tested Material (Standard or natural point).  That difference is then expressed as percentage of the Standard’s “true” value (or another representative value for that Instrument, e.g., 25 C for a thermometer).  This data quality indicator is called ”percent accuracy”, or “percent bias”.  Essentially, that number tells the user how far the measurement might be from the truth, i.e., how inaccurate it may be.  The value can be positive (meaning that the instrument is overestimating reality) or negative (meaning that the instrument reading is lower than the “true value”).  Keeping track of the direction of bias helps to determine if it is “systematic bias”, i.e., always in the same direction.  

The same concept applies to adjustable instruments, except that here you can actually improve your accuracy by performing calibration adjustments often.  
Step 3.1:  Go to the CALIBRATION AND ACCURACY CHECKS spreadsheet and make sure all the periodic or post-event accuracy check records have been entered into a new data block.  Highlight (with fill color) the new data block for the current period so it is easily identified.  For the existing examples, the “Accuracy Check differential, or drift” data field (Column W) already has a formula that calculates the difference between the instrument reading before adjustment (Column O) and the “true Value” of the Tested Material (Column L).   The “Percent Accuracy (bias)” data field (Column X) already has a formula that uses that difference to calculate it as a percentage of the “true Value”. 
Step 3.2   Copy and paste (or fill down, or drag down) the formulae in columns W and X, all the way to your last data row in the new block, and make sure that each individual formula still refers to the cells in its own row.  

Step 3.3:  Still in the CALIBRATION AND ACCURACY CHECKS spreadsheet, sort the new data block by Instrument ID (highlight only the new rows, sort without header by column C).  This will group your new accuracy data by Instrument.  You are now ready for Section 5.0.

4.0  Evaluation of Measurement Precision

The measure of precision – how close is one of our measurements to another - is derived for a specific Instrument or Kit and for a given period of time.  

You will be instructed to calculate relative percent difference (RPD) for pairs of repeated measurements.  The DQM Project File has two Columns for repeated measurements, marked ‘repeated’ and ‘third’; most of the time you will use the ‘repeated’  only.    RPD is based on the actual difference between the two Results; this difference is multiplied by 100 and divided by the average of the two to yield RPD.  

Step 4.1:  Go to the RESULT-FIELD spreadsheet to isolate pairs of measurements.  Sort all the new data you want to validate, first by “Repeated Measurement Result” and then by “Third Measurement Result”, both in descending order. You will get a set of rows with pairs or trios of repeated measurements at the top of your sorted block.   

Step 4.2:  Still in the RESULT-FIELD spreadsheet, select the entire rows of all the rows that have pairs or trios, copy that block of rows, go to spreadsheet “Field Precision Worksheet”, put the cursor at the end of the existing data block (i.e., on the next available row) in column A, and paste the entire block.  All the fields up to (and through) Column T are identical in both spreadsheets, so you should get the Result pairs/trios in Columns Q, R and S.  

Step 4.3:  You are now in the “Field Precision Worksheet”, looking at the newly pasted block of rows.  Highlight this block with color fill to identify it as ‘the new block’ easily.  Delete (clear) the contents of all cells to the right of and including Column U, if there are any entries there; this information is not required in the current spreadsheet. Feel free to hide all fields in zone A to T that are irrelevant to “Precision Worksheet”.  
Step 4.4:  If you have three Results rather than just two, your pair will be the two most distant values (i.e., the worst case scenario), so shuffle these extreme values into the ‘Result’ and ‘Repeated Results’ columns if needed.  
Step 4.5:  Continuing in the “Field Precision Worksheet”, copy/paste, fill, or drag down the formulae for RPD into the new data block.  Make sure that each individual formula still refers to the cells in its own row.
Step 4.6:  Sort the new data block by Instrument ID (select only the new rows, sort without header by column N).  This will group your new RPD data by Instrument. 

Step 4.7:  Now you need to find the maximal RPD, for all pairs, for each Instrument.  You can do this by simply looking, or you can copy the formula for Maximum RPD under the same field (column V) into the bottom row for each Instrument, and modify ranges in the existing formulae as needed.

Note: The RPD endpoint, by definition, cannot be calculated for more than two repeated measurements.  If you have more than two repetitions at the same time and place, you can do one of two things: (a) [recommended] select the two extreme values and calculate the RPD for them (as instructed in Step 4.4 above); or (b) calculate % CV (standard deviation times 100 divided by the average) for all repetitions. However keep in mind that you cannot add error terms that are based on simple arithmetic difference with error terms that are based on standard deviation.
5.0 Attachment of Accuracy and Precision to the Results the RESULT-FIELD spreadsheet

Step 5.1:  Select the new block of data in the RESULT-FIELD spreadsheet and sort it, without header row, by Instrument ID (column N).  
Step 5.2:  Go to the CALIBRATION AND ACCURACY CHECKS spreadsheet, find the block of records collected for the last period of time, and look at the records for the first Instrument.  If it is a non-adjustable instrument, copy the maximal differential or % Accuracy value from all accuracy checks done for that instrument.  If it is an adjustable instrument, copy the maximal differential or % Accuracy value from all post-event accuracy checks done for that instrument.  
Step 5.3:  Go back to RESULT-FIELD and put the cursor in the Accuracy field (column W) of the first Result collected with that Instrument.  Then, click Edit, Paste-special, Value to paste the Accuracy value without the formula & references.  Then add the unit in the adjacent column X.  If all the differentials are zero, as may happen with instruments of poor resolution, copy the instrument’s resolution from column T and paste it in column W instead of the zero.  
Step 5.4: Go to the “Field Precision Worksheet”, find the maximum RPD for the first instrument, and copy it.  If all the RPD values for that instrument are zero (which may happen if the resolution is poor), copy the instrument’s resolution (column T) instead.
Step 5.5:  Go back to RESULT-FIELD and put the cursor in the Precision field (column Y) of the first Result collected with that Instrument.  Then, click Edit, Paste-special, Value to paste the Precision value without the formula & references.  Then add the unit, usually ‘RPD, %’, in the adjacent column Z.  

Step 5.6:  Select all four cells that show accuracy and precision (plus their units), and fill the same information down to the bottom of the block of records for the first instrument.  Now, all the Results collected with that instrument during the given period of time have known accuracy and precision.  
Step 5.7:  Repeat Steps 5.2 - 5.6 for the second instrument, then the third, etc.  Note: you can hold off the fill-down step (5.6) till later, and combine it with the filling of the Validity Status ; see section 6 below. 

6.0 Validation of Field Measurement Results
Step 6.1:  Compile all field notes and the instrument inspection records for the relevant monitoring period, and review all comments related to instrument functionality. Discuss questionable functionality with field operators if needed, and determine which instrument, if any, should have its data flagged. 

Step 6.2:  Find the accuracy and precision performance criteria expected for each of the instruments used to generate the data.  They should be included in the Monitoring Plan and/or the Quality Assurance Project Plan prepared for your Project, or may be available with your technical support provider.  The CWT Toolbox, Part 4, has a table of ‘attainable accuracy and precision’ for an array of field instruments.   

Step 6.3:  Compare the actual accuracy and precision of each Instrument to its performance criteria.  If the actual values fall within the limits, your data are valid (unless they should be flagged due to poor Instrument functionality discovered in Step 6.1). 

Step 6.4:  Assign a status to each Instrument by entering the appropriate verbal category into the ‘validity status’ field (Column AA), for the first row of Results for that instrument.  Choose a verbal category from the following options:

	Category
	What it means

	Unknown
	Information for review is not available

	Not Checked
	Data quality has not been reviewed


	Not Valid ("R")
	(“R”  for rejected) existing information indicates that the result was obtained with the use of a malfunctioning instrument (or in an analytical run or toxicity test that were not acceptable)

	Estimated ("J")
	"J"; by best professional judgment (BPJ) - not valid but flaw not detrimental; result can be used but with caution

	Valid
	The instrument was functional and the measurement error fell within its performance criteria (or analytical run or toxicity test were acceptable; recoveries or reference toxicant test results were within appropriate control chart, sample integrity was preserved, etc.) 

	Valid and meets MQOs
	Result was valid and accuracy & precision error was within measurement quality objectives (MQOs) specified for the dataset 


Note: you might also need to indicate that your Results are Valid and meet SWAMP measurement quality objectives (MQOs); in that case you validate the data first and then compare the accuracy & precision error to SWAMP MQOs.

Step 6.5:  If you have entered “Estimated” into column AA, you may want to add another qualifier that explains why it was estimated.  Because different Programs have different codes for data qualifiers, check with your Program which code you should use, and enter it into the “data qualifier” field (column AB). 
Step 6.6:  Select the two cells (or select them plus all four cells that show accuracy and precision plus their units, if not done yet), and fill the same information down to the bottom of the block of records for each instrument.  Exception: if the validity status for a given instrument differs for different Results collected within that period, fill the status for each as appropriate.  Now, all the Results collected with that instrument during the given period of time have known accuracy, precision, and validity status.  
Done!

7.0  Glossary for This Manual

Accuracy:  How close is our measurement to the real truth: the extent of agreement between an observed value (measurement result) and the accepted, or true, value of the parameter being measured.

Accuracy Check:  Comparison of the reading, or output, of a field measurement device with a value believed the “true” value, without adjustments of the reading.  The “true” value may be represented by natural conditions (e.g., freezing point) or by an accepted Standard.  
Bias (measurement):  The degree of systematic error encountered in a measurement or analysis, usually in only one direction away form the true value.
Calibration:  The action of adjusting the readings of a probe or other direct-reading instrument to have them match a “true” value as represented by known natural conditions or by a Standard Solution.  Calibration is always preceded by an Accuracy Check.
Characteristic:  A catch-all word for: physical attribute, analyte, constituent, substance, property, etc; equivalent to the (misused) sense of the word "parameter".  Characteristics include properties such acidity (pH) or electrical conductivity, particulates such as suspended solids or bacteria, and analytes such as ammonia or heavy metals.

Data Quality Indicators: measures of data quality such as accuracy, precision, completeness, etc. that provide information about the quality of the data.
Data Quality outcomes: The outcomes of quality checks done to assess accuracy, precision, detection limit, and sample integrity.
Data Users: The group(s) that will be applying the monitoring results for decision making or other purpose. Data users can include the monitors themselves as well as government agencies, schools, universities, businesses, watershed organizations, and community groups.

Data Validation: The process of checking all documentation to determine if the test or analysis used to generate the data was valid, i.e., the measurement system worked within its performance criteria.  In some texts this process also includes checking if the data meet the Project's quality objectives.
Duplicate Samples: two samples taken at the same time from the same site (but into separate containers) that are carried through all assessment and analytical procedures in an identical manner.  Duplicate samples are given separate (and unique) Sample IDs. Results of duplicate samples are used to evaluate the Reproducibility of the measurements.

Error (measurement):  the distance of a measurement Result from the ‘true value’, usually due to lack of precision and/or lack of accuracy. 

Measurement Quality Objectives:  Statements about the tolerated error and desired sensitivity of a measurement.  They include extent of values for the measures of precision, accuracy, detection limit, and resolution.  MQOs are a subset of Data Quality Objectives (DQOs).

Parameter: see Water Quality Parameters 
Percent accuracy:  the diffenrtece between the Instrumen’s reading and the ‘true value’ as reflected by a Standard, expressed as a percentage of the ‘true value’. 

Precision: A measure of how close repeated measurements are to each other. 

Probe: A measurement device.  Probes and sensors are often connected to another unit for the purpose of display or data logging of the measurement Results.
Project:   A data collection effort, performed by one or more organizational entities, which is limited in space and time. 

Project File:  An Excel workbook with multiple spreadsheets that include all the results, result descriptors, and supporting documentation relevant to one Project. 

Repeated Measurement: A second measurement of the same thing.  Note: the current file does not distinguish between the second measurement done on the same “chunk” of water as the first (e.g., same jar or bucket, a.k.a. “replicate”), and a second measurement done on a different “chunk” of water collected at the same time and the same place, e.g., two containers that were filled side by side at the same time, a.k.a “field  duplicate”.  When two consecutive measurements are done by putting a probe directly in the creek, the results are considered duplicates).  

Replicate Samples: two or more test tubes taken from the same sample container and analyzed in parallel, or repeated titrations of the same fixed sample (i.e., measurements relating to a common Sample ID).  “Split samples” are replicates because they originate from a common container and represent the same “chunk” of water.  Results of replicate samples are used to evaluate the Repeatability of the measurements.

Result:  The outcome of a measurement or an observation.  Results can be expressed in numbers, words (“verbal categories”), or ranges or numbers (“numeric range categories”).  

Significant digits - digits in a numerical Result that have a number that is meaningful.  In most cases three significant digits are fine, e.g., 10.4 mg/l DO (all three digits are significant) or 1560 uS (the first three are significant, the last one provides the order of magnitude but the difference between zero and, say, 2, is not significant).
Split Samples -  Two or more Replicates that have originated from a common Sample container and thus represent the same “chunk” of water.  Split Samples are often used to compare performance of different laboratories, in what is commonly termed “round robin tests”.

Standard Material: An umbrella term for the following:  a Standard solution (e.g., pH standard buffer), or a certified device (e.g., NIST thermometer), or natural conditions that reflect a known value (e.g., water or humid air saturated with oxygen).

Standard Operating Procedure (SOP):  A written document providing step-by step instructions for performing a procedure (sampling, measurement, or other).

Water Quality Parameters: Any of the characteristics, or measurable properties, qualities, or contents of water. 

8.0  Sources and Resources

This SOP is part of the Clean Water Team Guidance Compendium and also a part of the Clean Water Team Toolbox.  It is an integral component of the Data Quality Management (DQM) system implemented by the Clean Water Team, the Citizen Monitoring Program of the State Water Resources Control Board.  The file is used in conjunction with the three DQM spreadsheets found in any of the following MS Excel workbooks:
· SOP-9.3.2.2 Template (Compendium)

· ‘Basic DQM Project File’ (CWT Toolbox, Section 2)
· ‘Advanced DQM Project File’ (CWT Toolbox, Section 3)

For an electronic copy, to find many more CWT guidance documents, or to find the contact information for the CWT Coordinators, visit our website at

www.waterboards.ca.gov/nps/volunteer.html
If you wish to cite this SOP in other texts you can use “CWT 2006” and reference it as follows:    “Clean Water Team (CWT) 2006.  Error Calculation and Validation of Field Measurement Results Using the Basic DQM Project File Spreadsheets, DQM SOP-9.3.2.2.   in:  The Clean Water Team Guidance Compendium for Watershed Monitoring and Assessment.  Division of Water Quality, California State Water Resources Control Board (SWRCB), Sacramento, CA.”
References and complementary Guidance materials

EPA 1996   "The Volunteer Monitor's Guide to Quality Assurance

Project Plans" 

http://www.epa.gov/owow/monitoring/volunteer/qappcovr.htm
EPA Quality System – requirements and guidance documents (QA/R-5, QA/G-5)

http://www.epa.gov/quality
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