ABSTRACT

The UnTRIM hydrodynamic model was applied to San Francisco Bay and the Sacramento–San Joaquin Delta (Delta) using a coarse-resolution model grid with bathymetry represented at a finer subgrid scale. We simulated a 35-year period, spanning from January 1, 1980 through December 31, 2014. This simulation was used to develop salinity distribution maps to facilitate visualization of fish distribution and abundance data. We compared predicted salinity from the coarse-grid UnTRIM Bay–Delta model to continuous salinity monitoring observations as well to the measured surface salinity from San Pablo Bay through the Delta at a total of 5,542 times and locations where surface salinity was observed as part of several long-term fish monitoring programs: the Fall Midwater Trawl, Summer Townet Survey, and San Francisco Bay Study. The coarse-grid UnTRIM Bay–Delta model was shown to accurately predict hydrodynamics and the spatial distribution of salinity over both a 3-year detailed validation period and over the full 35-year analysis period. The predicted salinity was used to calculate the daily position of X2 and the daily-averaged area of the Low Salinity Zone (LSZ) for each day during the 35-year simulation. Our analysis highlights the influence of multi-year climate patterns, shorter-duration weather patterns, and Delta outflow on salinity distribution. We used the predicted salinity to develop maps of salinity distribution over seven periods for six fish species, and combined the salinity maps with historic fish sampling data to allow for visualization of fish abundance and distribution for 33 years between 1980 and 2012. These maps can be used to explore how different species respond to annual differences in salinity distributions in the San Francisco Estuary, and to expand the understanding of the relationships among salinity and fish abundance, distribution, and population resiliency.
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INTRODUCTION

Long-term fisheries monitoring programs provide a valuable resource for understanding trends in fish abundance and distribution. These long-term monitoring programs in locations such as San
Francisco Bay (Baxter et al. 1999; Stevens and Miller 1983; CDFW 2015), and the Chesapeake Bay (MDNR 2015; VIMS 2015) have produced fisheries observations that now span multiple decades. Recent advances in computational resources and hydrodynamic models have made it possible to simulate hydrodynamics and salinity over the full span of these monitoring programs. Since detailed hydrodynamic models already exist for many estuaries, including both the San Francisco Estuary (estuary) (Chua and Fringer 2011; MacWilliams et al. 2015) and other estuaries such as Chesapeake Bay (Lanerolle et al. 2009, 2011; Xu et al. 2012), there is a significant opportunity to apply these models to improve our understanding of how long-term trends in salinity and other variables have influenced fish distribution and abundance over time. While variation in fish distribution relative to salinity and turbidity are well documented (e.g., Turner and Chadwick 1972; Moyle et al. 1992; Baxter et al. 1999; Sweetnam 1999; Feyrer et al. 2007; Rosenfield and Baxter 2007; Kimmerer et al. 2009; Bever et al. 2016), the availability of long-term continuous monitoring data for salinity, turbidity, and other variables that is needed to evaluate the effect of long-term trends is significantly more sparse toward the beginning of the fish monitoring data sets. Hydrodynamic modeling can be used to provide information that would be prohibitively expensive or impractical to observe synoptically in the field, and to hindcast historical conditions during the surveys to provide additional information that was not collected during the original surveys. Such information derived from hydrodynamic models can be used to improve the understanding of, or the ability to convey, the information in fisheries surveys data sets themselves. However, there are currently only a few examples of studies that have linked long-term biological sampling with state-of-the-art hydrodynamic modeling (e.g., Song et al. 2012; Bever et al. 2016).

This study had two primary objectives. The first objective was to validate a coarse-grid version of a three-dimensional (3-D) model of the estuary. The second objective was to combine recent advancements in hydrodynamic modeling capabilities with long-term fish monitoring data to improve communication among science, policy, and public audiences about the relationships between salinity and the abundance and distribution of native and resident fish populations. The ultimate goal of these efforts is to increase our understanding of the mechanistic relationships between salinity and fish abundance and to provide technical support for creating or modifying estuarine state water quality standards to protect aquatic life in the estuary. The EPA identified strengthening estuarine water quality standards as the most critical action under the Clean Water Act (CWA) to restore protection to beneficial uses for aquatic life in the 2012 San Francisco Bay Delta Action Plan (EPA 2012a).

Substantial advancements in Geographic Information System (GIS) mapping and hydrodynamic modeling have occurred since the mid-1990s when estuarine water quality standards were first adopted for the estuary. This study incorporates technological advancements by creating a GIS framework that imports salinity distribution maps developed using a 3-D hydrodynamic model and long-term fish monitoring data to produce a sequence of maps for six fishes. The sequence of maps visually illustrates the established connections between salinity and fish abundance statistically determined in prior studies (e.g., Jassby et al. 1995; Kimmerer 2002; Kimmerer et al. 2009) and, by adding the spatial information, expands both the understanding of, and the ability to convey, the relationships among salinity and fish abundance, distribution, and population resiliency.

The UnTRIM hydrodynamic model (Casulli and Zanolli 2002, 2005) has been implemented previously in the San Francisco Bay and Sacramento–San Joaquin Delta (MacWilliams et al. 2007, 2008, 2009, 2015). This “high-resolution” UnTRIM Bay–Delta Model, which MacWilliams et al. (2015) describe in detail, has been used previously to improve our understanding of the relationship between flow and the location of the 2 psu isohaline in the estuary (MacWilliams et al. 2015), to predict the effects on salinity of deepening navigation channels (MacWilliams et al. 2014), to investigate residence time in Clifton Court Forebay (MacWilliams and Gross 2013) and to investigate wave- and current-driven sediment transport within the estuary (Bever and MacWilliams 2013). However, it is very computationally intensive to predict the salinity distribution throughout large estuaries on decadal time-scales using high-resolution models.
As a result of recent advances in the numerical methods used in the UnTRIM model (Casulli 2009), it is possible to apply bathymetric data in UnTRIM at a resolution finer than the model grid on which hydrodynamic variables are calculated. This allows for the use of a coarser-resolution model grid, while still maintaining the ability to specify channel bathymetry in enough detail to preserve the cross-sectional area and volume of small channels (e.g., Sehili et al. 2014; Casulli and Stelling 2010). This approach was applied to San Francisco Bay to develop a “coarse-grid” version of the UnTRIM Bay–Delta model that was suitable for simulating long time periods. This model was applied to simulate a 35-year period between January 1, 1980 and December 31, 2014 and to develop salinity distribution maps that were suitable for visualizing fish density and distribution together on maps of salinity averaged over time periods relevant for each species. In addition, these simulations were used to evaluate the relationships between long-term trends in Delta outflow, X2, and the area and position of the Low Salinity Zone (LSZ).

**METHODS**

**UnTRIM Bay–Delta Model**

UnTRIM is a 3-D hydrodynamic model that solves the Navier–Stokes equations—which describe the motions of viscous fluids—on an unstructured horizontal grid and a z-level vertical grid. The numerical method allows full wetting and drying of each grid cell. The governing equations are discretized using a finite difference–finite volume algorithm. The governing equations, numerical discretization, and numerical properties of UnTRIM are described in Casulli and Zanolli (2002, 2005), Casulli (1999, 2009), and Casulli and Walters (2000) and are not reproduced here.

The high-resolution UnTRIM San Francisco Bay–Delta model (UnTRIM Bay–Delta model) is a 3-D hydrodynamic model of San Francisco Bay and the Sacramento–San Joaquin Delta (Delta), which has been developed using the UnTRIM hydrodynamic model (MacWilliams et al. 2007, 2008, 2009, 2015). The high-resolution UnTRIM Bay–Delta model extends from approximately the Gulf of the Farallones in the Pacific Ocean through the entire Bay–Delta and takes advantage of the grid flexibility allowed in an unstructured mesh by gradually varying grid cell sizes, beginning with large grid cells in the Pacific Ocean and gradually transitioning to finer grid resolution in the smaller channels of the Sacramento–San Joaquin Delta. This approach offers significant advantages in both numerical efficiency and accuracy, and allows for local grid refinement for detailed analysis of local hydrodynamics, while the overall hydrodynamics of the entire estuary are still incorporated in a single model. The resulting high-resolution model contains more than 130,000 horizontal grid cells and more than 1 million 3-D grid cells.

The high-resolution UnTRIM Bay–Delta model simulations typically run slightly faster than 30 times real-time on a desktop workstation, which allows 1 calendar year to be simulated in approximately 12 days. Thus, using the high-resolution model, the simulation of a 35-year period would require more than a year of simulation time. To allow for longer simulations, a model of San Francisco Bay and the Sacramento–San Joaquin Delta has also been developed on a coarse-resolution grid using UnTRIM. The coarse-grid Bay–Delta model makes use of an unstructured grid, similar to that of the high-resolution model, but also incorporates the bathymetry on the grid at a resolution higher than the hydrodynamic model grid itself, as described in Casulli (2009). Thus, within each grid cell and along each grid edge, the bathymetry can be specified at a resolution higher than the resolution at which the hydrodynamic model calculations are made (Figure 1). “Subgrid” bathymetry allows for the specification of nearly identical bathymetry on the coarse-grid UnTRIM Bay–Delta model, but uses significantly fewer hydrodynamic grid cells than in the high-resolution model, which greatly reduces model run times. For example, in the region surrounding Mildred Island in the Delta, the high-resolution UnTRIM Bay–Delta model uses 6,508 2-D cells in the region shown (Figure 2A), whereas the coarse-grid UnTRIM Bay–Delta model grid uses 329 2-D cells (Figure 2B). The model domain and boundary conditions of the coarse-grid model (Figure 3) are nearly identical to the high-resolution model (see Figure 2 in MacWilliams et al. 2015). Both models have identical vertical resolution and use a total of
grid UnTRIM Bay–Delta model, and assesses how well the coarse-grid UnTRIM Bay–Delta model predicts the salinity field in the estuary. We also compare the predictions of X2 and the LSZ area from the coarse-grid model to the predictions from the high-resolution model, to demonstrate that the long-term time-series predictions were suitable to investigate changes in X2 and the LSZ area over decadal time-periods.

Model Validation for 1994–1997 Period

MacWilliams et al. (2015) presented a detailed validation of the high-resolution UnTRIM Bay–Delta model using all available data over a 3-year period that spanned from April 1, 1994 through April 1, 1997. This 3-year model simulation period spans parts of 4 water years, which encompassed a large part of the historical range of Delta outflows. Water years 1994 (October 1, 1993 through September 30, 1994) through 1997 ranked 6th, 54th, 40th, and 48th, respectively, in annual mean Delta outflow over the 57-year record (CDWR 2013). January 1997 had the second-highest monthly mean outflow, and

47 vertical layers. A 1-m vertical resolution is used to a depth of 20 m below zero NAVD88 and the vertical layer spacing gradually increases from 1 m to 5 m between 20 m below zero NAVD88 and 105 m below zero NAVD88. However, the coarse-grid UnTRIM Bay–Delta model can run faster than 1,200 times real time on a desktop workstation, which allows 1 calendar year to be simulated in approximately 7.5 hours, and the 35-year period that is part of this study to be simulated in approximately 10.5 days.

The high-resolution UnTRIM Bay–Delta model has been calibrated using water level, flow, and salinity data collected in San Francisco Bay and the Delta in numerous previous studies (e.g., MacWilliams et al. 2008, 2009, 2015). The model has been shown to accurately predict salinity, tidal flows, and water levels throughout the San Francisco Bay and Sacramento–San Joaquin Delta under a wide range of conditions. To date, the calibration of the coarse-grid UnTRIM Bay–Delta model has not been extensively documented. This paper summarizes the detailed model validation conducted for the coarse-grid UnTRIM Bay–Delta model, and assesses how well the coarse-grid UnTRIM Bay–Delta model predicts the salinity field in the estuary. We also compare the predictions of X2 and the LSZ area from the coarse-grid model to the predictions from the high-resolution model, to demonstrate that the long-term time-series predictions were suitable to investigate changes in X2 and the LSZ area over decadal time-periods.

Model Validation for 1994–1997 Period

MacWilliams et al. (2015) presented a detailed validation of the high-resolution UnTRIM Bay–Delta model using all available data over a 3-year period that spanned from April 1, 1994 through April 1, 1997. This 3-year model simulation period spans parts of 4 water years, which encompassed a large part of the historical range of Delta outflows. Water years 1994 (October 1, 1993 through September 30, 1994) through 1997 ranked 6th, 54th, 40th, and 48th, respectively, in annual mean Delta outflow over the 57-year record (CDWR 2013). January 1997 had the second-highest monthly mean outflow, and
January 1, 1997 the second-highest daily outflow, in the record. MacWilliams et al. (2015) also presented a detailed approach for evaluating model accuracy and the quality of fit between the observation data and model predictions of water level, tidal flows, and salinity that entails the use of both model skill (Willmott 1981) and target diagrams (Jolliff et al. 2009; Hofmann et al. 2011). Both the model skill and target diagram statistics provide quantitative metrics for the agreement of the model predictions with the observations. The target diagrams also visually demonstrate the relationship between the means and the variances of the predictions and observations. Target diagrams show the bias in the predictions normalized by the observed standard deviation ($bias_N$) on the $y$-axis and the unbiased root-mean-square difference normalized by the observed standard deviation ($ubRMSD_N$) on the $x$-axis. Points which plot on the positive $y$-axis show the model over predicts the mean of the observations, while points which plot on the positive $x$-axis show the model over predicts the variability in the observations. More details on target diagrams and their use in model skill assessment can be found in Jolliff et al. (2009). Using the quantitative accuracy evaluation thresholds shown in Table 1, we used both model skill and target diagrams to evaluate the accuracy of the coarse-grid Bay–Delta model for predicting water level, tidal flows and salinity over the same 3-year period. Detailed comparisons between observed and predicted time series were made at 34 locations for water levels, 6 locations for flows, and 38 locations for salinity.
Figure 3  Model domain, bathymetry, and locations of model boundary conditions which include inflows, Delta export facilities and Contra Costa Water District (CCWD) intakes, wind stations from the Bay Area Air Quality Management District (BAAQMD), evaporation and precipitation from the California Irrigation Management System (CIMIS) weather stations, Delta Island Consumptive Use (DICU), and flow control structures.
Model Validation using Salinity Observations from Fish Sampling Data (1980–2012)

We developed a method that incorporated data from three long-term fisheries surveys to validate the spatial distribution of salinity throughout the estuary. Since the 1960s boat-based fisheries surveys have been conducted regularly throughout the San Francisco Bay and Sacramento–San Joaquin Delta (Turner and Chadwick 1972; Stevens and Miller 1983; Armor and Herrgesell 1985; CDFW 2015). Along with fish catch data, the fisheries surveys also recorded environmental variables at each of the stations sampled. For example, most of the surveys measured surface conductance (which can be mathematically converted to salinity), water temperature, and Secchi depth. We compared the predicted surface salinity from the coarse-grid simulations to the surface salinity observed by the fisheries surveys to validate the model predictions of the spatial salinity distribution from San Pablo Bay through the Delta.

We compared observed and predicted surface salinity when and where surface salinity observations were made as part of either the Fall Midwater Trawl (FMWT) Survey, the Summer Townet Survey, or the San Francisco Bay Study (Bay Study) fish data collection cruises during the 35-year simulation period (Figure 4). The fisheries survey data were not available for 2013 or 2014 when we conducted this analysis, so we validated predicted surface salinity from 1980 through 2012. The validation of predicted surface salinity was conducted by using target diagram statistics and scatter plots to validate each simulated year separately.

X2 and LSZ Validation

For each day during the 35-year simulation period, we calculated X2 as the distance from the Golden Gate to the location where the predicted daily-averaged near-bed salinity was 2 psu (Jassby et al. 1995). We used the daily-averaged near-bed salinity along two transects following the axis of the estuary from the Golden Gate to the Sacramento–San Joaquin Delta to calculate X2 (see Figure 3 in MacWilliams et al. 2015). For X2 > 75 km, we calculated X2 as the average of the distance along the Sacramento River and San Joaquin River transects.

For each day during the simulation period, we calculated the predicted spatial extent of the LSZ and related it to the predicted X2. For this analysis, we defined the LSZ as the region where the depth-averaged salinity was between 0.5 and 6.0 psu. To compute the area of the LSZ for each day, we then summed the area of the wet portion of the subgrid with daily-averaged depth-averaged salinity between 0.5 and 6.0 psu within each hydrodynamic grid cell from San Pablo Bay into the Delta (Figure 3).

We extracted the predicted time-series of X2 and the area of the LSZ calculated from the coarse-grid UnTRIM Bay–Delta model from April 1, 1994 to April 1, 1997 from the 35-year simulation, and compared them to the previously published predictions of X2 and LSZ area from the high-resolution model (MacWilliams et al. 2015). Because the salinity predictions from the high-resolution model have been extensively validated both spatially and temporally in numerous previous studies (e.g., MacWilliams et al. 2007, 2008, 2009, 2015), comparing the X2 and LSZ predictions from the high-resolution and coarse-
grid models provides a method to assess whether the position of X2 and the area of the LSZ are adequately represented on the coarse grid.

**Long-Term Trends in Salinity Distribution and LSZ Area**

Previous analyses of trends in LSZ area (e.g., MacWilliams et al. 2015) have been limited to the duration of simulations that were computationally feasible using the high-resolution model. We used the predicted X2 and LSZ area for each day between January 1, 1980 and December 31, 2014 to explore seasonal and annual differences in both X2 and LSZ area over the 35 years simulated using the coarse-grid model. This analysis focused on long-term trends in Delta outflow, X2, and LSZ area during the fall period between September 1 and November 30 of each year simulated. To investigate possible long-term changes in the LSZ area, we also evaluated the percent of days between September 1 and November 30 during each year that the LSZ area was predicted to be greater than $75\text{km}^2$. We performed Spearman’s rho and Kendall’s tau rank correlations to test for a
significant trend in the September through November average Delta outflow, X2, LSZ area, and on the percent of the days that the LSZ was greater than 75 km². A ranked correlation is appropriate because there is no reason to assume any trends will be linear.

**Salinity Field and Fish Abundance and Distribution**

We used GIS (ArcMap 10.2.1) to combine 33 years (1980–2012) of salinity predictions with fish abundance data collected by the San Francisco Bay Study (Armor and Herrgesell 1985; Baxter et al. 1999). We combined salinity distributions predicted using the coarse-grid UnTRIM Bay–Delta model with catch per unit effort (CPUE) data for six fishes (EPA 2015): Delta Smelt (*Hypomesus transpacificus*), Longfin Smelt (*Spirinchus thaleichthys*), Pacific Herring (*Clupea pallasi*), Sacramento Splittail (*Pogonichthys macrolepidotus*), Starry Flounder (*Platyichthys stellatus*), and Striped Bass (*Morone saxatilis*). For each fish listed, we calculated the annual average CPUE at each monitoring station for each of the 33 years. For each year during the analysis period, we calculated a total of seven salinity distribution maps from the predictions of daily-averaged depth-averaged salinity for species-specific averaging periods correlated with the annual CPUE of each fish species (Table 2). We chose species-specific periods for averaging and the corresponding fishes age-classes based on Kimmerer (2002), with the salinity averaging periods selected to roughly correspond to larval and juvenile life stages of the subject fishes. We selected salinity averaging periods based on juvenile life stages because survival in early life stages is generally considered essential for producing strong year classes when density dependence is not evident. However, age–0 Longfin Smelt were plotted on a shorter salinity averaging period (May–June) than identified by Kimmerer (2002) to isolate the months that juveniles are large enough to be caught by trawl nets. One example which compares two different maps for age–0 Longfin Smelt is presented below. The complete set of 231 salinity distribution and CPUE maps is available from EPA (2015).

### RESULTS

**Model Validation for 1994–1997**

Using the same model skill and target diagram accuracy criteria used by MacWilliams et al. (2015), the comparison of the quality of fit between the observation data and model predictions indicates that the coarse-grid model predicts water level (34 locations), tidal flow (6 locations), and salinity (38 locations) with a level of accuracy similar to the high-resolution model (Table 3). A representative time-series comparison (Figure 5) between the observed and predicted salinity at the surface sensor at the Sacramento River near Mallard Island station, where the salinity is typically within the range of the LSZ (analogous to Figure 10 in MacWilliams et al. 2015), shows the model accurately predicts the timing and magnitude of tidal and seasonal variability in the salinity. Based on the skill accuracy criteria (Table 1), the same number of stations are classified as accurate and acceptable for salinity predictions from the coarse-grid model as from the high-resolution model; at the flow and water level stations the high-resolution model performs slightly better based on the skill metric. A comparison of the target diagrams shows that the quality of fit between the observation

### Table 2  Fish species and seasonal averaging periods used to develop fish and salinity distribution maps

<table>
<thead>
<tr>
<th>Species maps</th>
<th>Abundance data</th>
<th>Salinity averaging period</th>
<th>Age class</th>
</tr>
</thead>
<tbody>
<tr>
<td>Delta Smelt</td>
<td>Annual mean CPUE</td>
<td>February – June</td>
<td>All ages</td>
</tr>
<tr>
<td>Longfin Smelt (juvenile)</td>
<td>Annual mean CPUE</td>
<td>May – June</td>
<td>Age 0</td>
</tr>
<tr>
<td>Longfin Smelt</td>
<td>Annual mean CPUE</td>
<td>January – June</td>
<td>All ages</td>
</tr>
<tr>
<td>Pacific Herring</td>
<td>Annual mean CPUE</td>
<td>January – April</td>
<td>Age 1</td>
</tr>
<tr>
<td>Sacramento Splittail</td>
<td>Annual mean CPUE</td>
<td>February – May</td>
<td>All ages</td>
</tr>
<tr>
<td>Starry Flounder</td>
<td>Annual mean CPUE</td>
<td>March – June</td>
<td>Age 1</td>
</tr>
<tr>
<td>Striped Bass</td>
<td>Annual mean CPUE</td>
<td>April – June</td>
<td>Age 0</td>
</tr>
</tbody>
</table>
Table 3  Summary of the number and percent of stations classified as very accurate, accurate, acceptable, and poor accuracy based on the model skill and the target diagram accuracy thresholds shown in Table 1 for the 1994–1997 simulation period from the high-resolution UnTRIM Bay–Delta model and from the coarse-grid UnTRIM Bay–Delta model used in this study.

<table>
<thead>
<tr>
<th>Skill accuracy</th>
<th>Water level</th>
<th>Flow</th>
<th>Salinity</th>
<th>Water level</th>
<th>Flow</th>
<th>Salinity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High-resolution UnTRIM Bay–Delta Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coarse-grid UnTRIM Bay–Delta Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1994–1997</td>
<td>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Accurate</td>
<td>30 (88%)</td>
<td>5 (83%)</td>
<td>29 (76%)</td>
<td>27 (80%)</td>
<td>4 (67%)</td>
<td>29 (76%)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>3 (9%)</td>
<td>1 (17%)</td>
<td>4 (11%)</td>
<td>5 (14%)</td>
<td>2 (33%)</td>
<td>4 (11%)</td>
</tr>
<tr>
<td>Poor accuracy</td>
<td>1 (3%)</td>
<td>0</td>
<td>5 (13%)</td>
<td>2 (6%)</td>
<td>0</td>
<td>5 (13%)</td>
</tr>
<tr>
<td>Very accurate</td>
<td>23 (67%)</td>
<td>4 (67%)</td>
<td>5 (13%)</td>
<td>21 (62%)</td>
<td>4 (67%)</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>Accurate</td>
<td>10 (30%)</td>
<td>2 (33%)</td>
<td>18 (48%)</td>
<td>12 (35%)</td>
<td>2 (33%)</td>
<td>24 (63%)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>1 (3%)</td>
<td>0</td>
<td>9 (24%)</td>
<td>1 (3%)</td>
<td>0</td>
<td>7 (18%)</td>
</tr>
<tr>
<td>Poor accuracy</td>
<td>0</td>
<td>0</td>
<td>6 (15%)</td>
<td>0</td>
<td>0</td>
<td>6 (16%)</td>
</tr>
</tbody>
</table>

Target accuracy

<table>
<thead>
<tr>
<th>Skill accuracy</th>
<th>Water level</th>
<th>Flow</th>
<th>Salinity</th>
<th>Water level</th>
<th>Flow</th>
<th>Salinity</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>High-resolution UnTRIM Bay–Delta Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>a</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>Coarse-grid UnTRIM Bay–Delta Model</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td></td>
<td>1994–1997</td>
<td>b</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Very accurate</td>
<td>23 (67%)</td>
<td>4 (67%)</td>
<td>5 (13%)</td>
<td>21 (62%)</td>
<td>4 (67%)</td>
<td>1 (3%)</td>
</tr>
<tr>
<td>Accurate</td>
<td>10 (30%)</td>
<td>2 (33%)</td>
<td>18 (48%)</td>
<td>12 (35%)</td>
<td>2 (33%)</td>
<td>24 (63%)</td>
</tr>
<tr>
<td>Acceptable</td>
<td>1 (3%)</td>
<td>0</td>
<td>9 (24%)</td>
<td>1 (3%)</td>
<td>0</td>
<td>7 (18%)</td>
</tr>
<tr>
<td>Poor accuracy</td>
<td>0</td>
<td>0</td>
<td>6 (15%)</td>
<td>0</td>
<td>0</td>
<td>6 (16%)</td>
</tr>
</tbody>
</table>

a. Source: MacWilliams et al. 2015.
b. Source: this study.

Figure 5  Observed and predicted salinity from the surface sensor at the Sacramento River near Mallard Island station during the 1994–1997 simulation period
data and model predictions of water level, tidal flows, and salinity for the coarse-grid model (Figures 6A through 6C) and for the application of the high-resolution model (Figures 6D through 6F) over the same period demonstrates the accuracy of the coarse-grid model is very similar to the accuracy of the high-resolution model. Based on the target accuracy criteria, the coarse-grid model salinity predictions yield four fewer stations classified as very accurate than the high-resolution model, but two fewer stations classified as acceptable (Table 3). Overall, this results in a net increase in the total number of stations where salinity predictions were classified as either accurate or very accurate.

**Model Validation Using Salinity Observations from Fish Sampling Data (1980–2012)**

The model accurately (inside radius 0.5) to very accurately (inside radius of 0.25) predicted the spatial distribution of the surface salinity measurements for each of the 33 years between 1980 and 2012 (Figure 7). The model tended to predict slightly higher salinity in the late 1980s than was observed (as indicated by 85, 87, and 88 appearing highest on the y-axis of the target diagram). However, even in years when the model predicted higher surface salinity than was observed, it still captured the gradient in the surface salinity from San Pablo Bay through the Delta (Figure 8). Figure 8A highlights that even in 1988 when the predicted salinity tended to be higher than the observed salinity, the slope of the best-fit line comparing the observed to predicted salinity

![Figure 6](http://dx.doi.org/10.15447/sfew.2016v14iss2art3)

**Figure 6** Target diagrams summarizing how the model predictions from the coarse-grid UnTRIM Bay–Delta model compare to the observed time-series data during 1994–1997 for (A) water level, (B) tidal flow, and (C) salinity; and how the predictions from the high-resolution UnTRIM Bay–Delta model presented in MacWilliams et al. (2015) compare to the same observed time-series for (D) water level, (E) tidal flow, and (F) salinity. Symbols for salinity are colored based on the average predicted salinity at each station for both the high-resolution and coarse-grid models.
was near one (0.999) and the $r^2$ value was still high (0.963), indicating the model predicted a very similar decrease in salinity from west to east as was seen in the survey observations of surface salinity. In years when the model predicted the salinity most accurately, such as 2008, the best-fit line between the observed and predicted surface salinity overlaid the 1:1 line, indicating the model nearly exactly captured the estuary-wide salinity gradient from the observations (Figure 8B).

**X2 and LSZ Validation**

The coarse-grid UnTRIM Bay–Delta model predicts very similar values of both X2 and the LSZ area to those the high-resolution model predicts (Figure 9). The predictions of X2 show very little scatter around the 1:1 line (Figure 10A), while the predictions of LSZ area show slightly more scatter (Figure 10B) but still have a high $r^2$ value (0.951).

**Long-Term Trends in Salinity Distribution and LSZ Area**

The 35-year time-series of Delta outflow, predicted X2, and predicted LSZ area highlight the large amount of seasonal and interannual variability (Figure 11). The influence of short-duration weather patterns on the salinity distribution in the estuary is highlighted by the abrupt increase and then decrease in the LSZ area. Episodic winter storms quickly increase the freshwater flow into the estuary (Figure 11A), resulting in a sharp decrease in X2 (Figure 11B), and a corresponding increase in the area of the LSZ (Figure 11C). The recurring seasonal pattern of increasing LSZ area in the winter followed by a more gradual decrease throughout the year is evident in the 35-year time-series of the LSZ area (Figure 11C).

In order to highlight the fall periods, the values of outflow, X2 and LSZ area between September 1 and November 30 of each year are highlighted in black on Figure 11. December was not included in the fall period because the salinity distribution during December is strongly influenced by whether the first flush occurs before, during, or after December. Low values of the LSZ area (LSZ area <75 km² indicated by yellow shading on Figure 11) occur both when X2 is between about 45 and 65 km and when X2 is between 75 and 95 km, which correspond to local minimums in the LSZ area (see Figure 12 in MacWilliams et al. 2015).

To evaluate long-term trends in Delta conditions during fall, we calculated average Delta outflow, average X2, average LSZ area, and the percentage of time that the LSZ area was greater than 75 km² during the 3-month period between September 1 and November 30 for each year during the simulation (Figure 12). The model predictions show generally less variability in the average LSZ area between September and November after about 2000, with all 7 years with the lowest predicted average LSZ area between September and November occurring between 2000 and 2014 (Figure 12C). Between 1980 and 2000, there were only 2 years when the area of the LSZ was not predicted to be greater than 75 km² on any days during September through November. However, during 9 of the 15 years since 2000, the area of the LSZ was not predicted to be greater than 75 km².
Figure 8 Scatter plots showing each observed and predicted data point in the surface salinity validation for (A) 1988 and (B) 2008. The equation of the best fit line and the coefficient of determination ($r^2$) are shown in the upper left of each panel.

Figure 9 Comparison of predicted (A) X2 and (B) LSZ area for the high-resolution model (red) from MacWilliams et al. (2015) and the coarse-grid model (blue)
on any days during September through November (Figure 12D). Both the Spearman’s rho and Kendall’s tau rank correlations demonstrate a significant trend of decreasing fall average LSZ area from 1980 to 2014, and in the percentage of the time between September and November that the LSZ area is greater than 75 km$^2$ over this same time-period (Table 4). However, both tests indicate there has not been a significant trend in fall average Delta outflow from 1980 through 2014, and that there may be only a very weakly significant trend in increasing X2 from 1980 to 2014 between September and November (Table 4).

### DISCUSSION

**Applicability of High-Resolution and Coarse-Grid Implementations of UnTRIM Bay–Delta Model**

Because the model domain and boundary conditions of the coarse-grid UnTRIM Bay–Delta model (Figure 3) are nearly identical to the high-resolution model (see Figure 2 in MacWilliams et al. 2015), one or both model grids can be applied using the same boundary conditions and UnTRIM model code, depending on the needs of a specific application. The comparisons between the predictions of X2 and LSZ area from the high-resolution model and the coarse-grid model used in this study indicate that the coarse-grid model predicts extremely similar values of both X2 and LSZ area to those predicted using the high-resolution model (Figure 9 and 10). This may result, in part, because both models have the same vertical resolution and use the same turbulence model, and are therefore equally well-suited to simulate baroclinic forcing, which is one of the primary drivers of salt intrusion into the estuary.

The comparison of LSZ area between the coarse-grid and high-resolution models indicates more scatter than the predictions of X2 (Figure 10). The small amount of scatter in the X2 plot results, in part, from how X2 is calculated from the model salinity predictions. For both the high-resolution and

---

**Figure 10** Comparison of predicted (A) X2 and (B) LSZ area from the high-resolution model from MacWilliams et al. (2015) and the coarse-grid model for each day during the 1994–1997 model simulation period.
Figure 11. Predicted daily values of (A) outflow (B) X2 and (C) LSZ area from the coarse-grid model. Fall periods between September 1 and November 30 are highlighted in black.
Figure 12  (A) Average outflow from September through November, (B) Average X2 for September through November, (C) Average LSZ area for September through November, and (D) percent of days between September 1 and November 30 each year that the LSZ area was greater than 75 km$^2$.
coarse-grid simulations, the entire vertical salinity profile is saved every 15 minutes at identical points spaced at 1-km intervals along the axis of the estuary. The position of X2 is then calculated at the end of each day by interpolating between the daily-averaged near bed salinity at each point to estimate the exact daily-averaged position of X2. Since the same points along the axis of the estuary are used for both calculations, and the accuracy of both models for predicting salinity is comparable (Table 3), the calculation of X2 is largely grid independent. In contrast, the LSZ area is calculated as the sum of the area of each grid cell where the daily-averaged depth-averaged salinity is between 0.5 and 6.0 psu. In the coarse-grid model, the largest cells in Grizzly Bay have an area greater than 1 km², and thus very small differences in salinity (6.01 psu vs 5.97 psu) can result in a noticeable scatter in LSZ area if multiple large cells are affected. As Figure 9B shows, the largest difference in LSZ area between the two models tends to occur when X2 is rapidly increasing or decreasing, and there is a large change in LSZ area over a short time. However, despite this somewhat larger scatter in LSZ area the correlation is still very high (r² = 0.951), and the seasonal patterns are very similar (Figure 9B). In addition, the accurate or very accurate prediction of salinity observations from the long-term fish monitoring programs across all years (indicated by all years falling inside radius 0.5 on Figure 7) demonstrates that the coarse-grid model is suitable for evaluating the estuary-wide salinity distribution over longer time-periods than are computationally feasible using the high-resolution model.

The fast computational speed that is possible using the coarse-grid model provides significant advantages over the high-resolution model for certain types of applications, such as simulating long time-periods to evaluate salinity distributions and long-term trends (as was done in this study), for rapid-response simulations to evaluate the effects of levee failures, or to pre-screen a large number of scenarios. The coarse-grid model also has significant advantages for stochastic applications that require a large number of scenarios, or for applications that require simulations that span decades or longer to evaluate long-term climate-change scenarios, the fate of legacy contaminants in bed sediments, or morphologic change.

When detailed information about the velocity field across the channel or at junctions is needed, however, or the components of a project design need to be evaluated at a higher level of detail, a higher-resolution model is still preferable. Regardless of the grid resolution and whether or not subgrid bathymetry is used, the UnTRIM hydrodynamic model solves for the velocity field at each grid face in each vertical layer and therefore cannot resolve cross-stream variation when using only 1 cell across a channel (Figure 1B). In some applications, even the grid size used in the high-resolution UnTRIM Bay–Delta model (Figure 2A) is not sufficient. For example, to investigate secondary circulation and the hydrodynamics at channel junctions, Bever and MacWilliams (2016) incorporated an even higher-resolution grid of the northern Delta than was used in previous applications into the UnTRIM Bay–Delta model. Similarly, for applications using particle-tracking models, such as the FISH–PTM used to evaluate entrainment based on fish movements (e.g., Gross et al. 2010; Blake et al. 2014), a high-resolution model that resolves the details of the velocity field is needed to provide sufficient detail to evaluate complex fish behaviors.
In any modeling application, there are trade-offs between grid resolution and computational speed such that a single model grid will never be suitable for all types of applications. This was also demonstrated by Irby et al. (2016) who compared eight hydrodynamic and dissolved oxygen models in the Chesapeake Bay and found that "when selecting the optimal resolution for a simulation, it is critical to weigh the advantages of increased resolution with the increased time required for simulation."

The use of both a coarse-grid and a high-resolution model grid with the same hydrodynamic model and boundary conditions highlights the flexibility that can be achieved by using models of varying resolution over the same model domain to evaluate processes over multiple time-scales at different levels of detail.

**Long-Term Trends in Salinity Distribution and LSZ Area**

The 35-year time series of X2 and LSZ area (Figure 11) highlights the influence of multi-year climate patterns, shorter-duration weather, and Delta outflow on the salinity distribution within the estuary. While the area of the LSZ during the fall period between September 1 and November 30 is significantly influenced by hydrologic conditions, there has also been a long-term trend towards a smaller percentage of the time that the LSZ area exceeds 75 km$^2$ during the fall (Figure 12). Both the Spearman’s rho and Kendall’s tau rank correlations demonstrate significant trends of decreasing fall average LSZ area from 1980 to 2014, and a decreasing percentage of the time between September and November that the LSZ area is greater than 75 km$^2$ over this same time-period, despite the fact that both tests indicate there has not been a significant trend in fall average Delta outflow from...
1980 through 2014. Though increasing fall salinity has been previously documented (e.g., Feyrer et al. 2007, 2011; Enright and Culberson 2009; Cloern and Jassby 2012), this analysis suggests that the trend of decreasing average LSZ area is not solely attributable to either increases in X2 or to decreases in outflow, since the trends for those variables are not as strong as for declining LSZ area. One potential explanation for this paradox may result from the non-monotonic relationship between X2 and LSZ area. Since the late 1990s, average Delta outflows between September and November have been trending towards an outflow that results in average X2 values between 80 and 90 km (Figure 12B). X2 values between 80 and 90 km correspond to a local minimum of LSZ area, because either higher or lower values of X2 result in an increase in the area of the LSZ (see Figure 12 in MacWilliams et al. 2015).

Salinity Field and Fish Abundance and Distribution

One of the goals of this study was to combine long-term fish monitoring data and hydrodynamic modeling results to improve communication among science, policy, and public audiences about how native and resident fish communities respond to changes in their estuarine habitat. The earliest CPUE maps in the estuary date back to the late-1940s (Erkkila et al. 1950). More recently, Sweetnam (1999) developed CPUE maps for Delta Smelt that demonstrated significant differences in the spatial distribution in Delta Smelt catch between wet and dry years (e.g., Figure 3 in Sweetnam 1999). The maps developed as part of this study build on these previous analyses by providing a more complete picture of the spatial distribution of salinity that corresponds to these different distributions in fish catch. Combining salinity distribution maps with CPUE data allows for a year-by-year assessment of the influence (or lack of influence) of salinity on fish distribution for different species. The full results of this study include 33 maps for each of six fishes (Table 2) that show variation in fish abundance and distribution simultaneously with seasonal variation in salinity distribution (EPA 2015). These maps illustrate the previously established relationships between salinity and abundance of fish populations (e.g., Jassby et al. 1995; Kimmerer 2002; Kimmerer et al. 2009), and allow for a visual assessment of how different fish species and life cycles respond to changes in estuarine salinity.

Although the traditional figures of abundance as a function of X2 (e.g., Jassby et al. 1995; Kimmerer et al. 2009) have some specific advantages for visualizing the relationship between abundance and habitat over a wide range of X2 on a single figure, the sequence of maps also has some benefits over the 1-D salinity metric X2 and the annual fish abundance index to communicate science to policy audiences. The maps show the full seasonal salinity distribution in two-dimensions, from seawater to freshwater, instead of a single number marking an average X2. The maps spatially display the distribution of individual fishes based on the annual average CPUE at each monitoring station so that changes in fish distribution and abundance can be observed visually. Finally, producing these maps for multiple species expands science and policy discussions beyond one fish, commonly Delta Smelt or Longfin Smelt, to include a larger estuarine community of fishes, which is more consistent with the CWA goal of protecting beneficial uses for aquatic life than focusing on individual species.

Applicability to Other Systems

A concern for multi-decadal hydrodynamic simulations is the lack of data available for model validation as simulation start dates recede in time. The model validation methods used in this study help to partially alleviate that concern by using a non-traditional data source to validate the predicted salinity distribution. The applicability of using point samples from fisheries survey data for model validation is not limited to the estuary. For example, at least two fisheries surveys are available in the Chesapeake Bay that could be used to validate model predictions. The Virginia Institute of Marine Science began monthly trawl sampling in 1955 (VIMS 2015) and the Maryland Department of Natural Resources began monthly trawl sampling in 1977 (MDNR 2015). Both these fisheries surveys have data before the 1984 start of the more traditional model validation data set collected by the Chesapeake Bay Program (EPA 2012b; CBP 2016).

In many long-term biological monitoring programs, such as the fisheries surveys noted above, the amount
of data available to use to better understand the
monitoring data and convey findings to stakeholders’
decrees toward the beginning of the data sets.
Although there is a similar limitation with decreasing
data being available for model boundary conditions
and calibration data, when sufficient model forcing
data is available, detailed numerical models can
provide data to interpret the biological monitoring
data (Bever et al. 2016), both by filling-in information
that was not collected at the time of the original
surveys, and by helping visually convey the data
sets themselves. The method presented in this paper
for linking detailed salinity modeling with biological
sampling to create a visual GIS is directly applicable
to other systems. The resulting maps can be used to
improve communication among stakeholders because
they provide concise visual tools that convey the
response of estuarine fishes to variation in their
physical habitat (e.g., salinity, temperature, and
dissolved oxygen). Presenting this information in
a more easily understandable format facilitates a
common understanding of scientific information that
is essential for communicating estuarine management
decisions to many diverse stakeholders.

CONCLUSIONS

The UnTRIM model was applied to San Francisco
Bay and the Sacramento–San Joaquin Delta using a
coarse resolution hydrodynamic model grid which
used bathymetry represented at a finer subgrid scale.
We simulated a 35-year period that spanned from
January 1, 1980 through December 31, 2014. The
model validation demonstrated that the coarse-grid
model predicted water levels, flow, and salinity with
accuracy comparable to the high-resolution UnTRIM
Bay–Delta model (MacWilliams et al. 2015). We
developed a method to validate the predicted spatial
salinity distribution by comparing model predictions
to surface salinity observations from long-term fish
monitoring programs. This validation demonstrated
that the coarse-grid UnTRIM Bay–Delta model
predictions of the spatial surface salinity distribution
from San Pablo Bay through the Delta were accurate
or very accurate for all 33 years of the simulation
(Figure 7). Taken together, the comparisons presented
here demonstrate that the coarse-grid UnTRIM Bay–
Delta model can predict the spatial distribution of
the salinity field, X2, and LSZ area with sufficient
accuracy throughout the simulation to provide
reasonable salinity distribution maps dating back to
at least 1980.

The 35-year period simulated for this study provides
the opportunity to evaluate long-term trends in
the area of the LSZ over a wide range of historic
conditions. The 35-year time-series of predicted X2
and LSZ area highlight the influence of multiple-year
climate patterns, shorter duration weather patterns,
and Delta outflow on the salinity distribution within
the estuary. The model predictions show generally
less variability in the September through November
average LSZ area after about 2000, with all 7 of the
years with the lowest predicted average LSZ area
between September and November occurring between

Substantial advancements in GIS mapping and
hydrodynamic modeling have occurred since
scientists affiliated with the Interagency Ecological
Program (IEP) devised the X2 approach for managing
the LSZ in the estuary to protect fish. Our study used
these advancements by creating a GIS framework
that displays salinity distributions produced by the
coarse-grid version of the 3-D UnTRIM San Francisco
Bay–Delta model and long-term fish monitoring data
from IEP’s San Francisco Bay Study. The resulting
maps can be used to improve communication among
stakeholders because they depict the response of
estuarine fishes to salinity conditions along the full
salinity distribution from seawater to freshwater,
rather than limiting discussion to a single fish
species or focusing on a single salinity isohaline to
represent the LSZ. In addition, the maps illustrate
that it is feasible to use GIS to connect advancements
in hydrodynamic models to biological monitoring to
support and expand the array of scientific tools used
to inform management decisions in the estuary. This
type of analysis can be used to evaluate updates to
salinity-based estuarine standards that are protective
of water quality and aquatic life beneficial uses
based on the best science available.
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