


Life cycle models are an essential tool in evaluating factors
influencing populations of management concern (Buckland et
al. 2007). They can evaluate multiple factors that simultane-
ously influence different stages in the presence of density de-
pendence. They also link the population dynamics from one
time period to the next propagating the information and un-
certainty. This link allows information relating to one life
stage (i.e., abundance estimates) to inform processes influ-
encing other life stages and is particularly important when
data is not available for all life stages for all time periods.
The life cycle model should be fit to the available data to es-
timate the model parameters, including parameters that repre-
sent density dependence, and determine the data-based
evidence of the different factors that are thought to influence
the population dynamics. Finally, the model should be used
to direct research or provide management advice.
Deriso et al. (2008) present a framework for evaluating al-

ternative factors influencing the dynamics of a population. It
extends earlier work by Maunder and Watters (2003), Maun-
der and Deriso (2003), and Maunder (2004) and is similar to
approaches taken by others (e.g., Besbeas et al. 2002; Clark
and Bjornstad 2004; Newman et al. 2006). The Deriso et al.
framework involves several components. First, the factors to
be considered are identified. Second, the population dynam-
ics model is developed to include these factors and then fitted
to the data. Third, hypothesis tests are performed to deter-
mine which factors are important. Finally, to provide man-
agement advice, the impact of the factors on quantities of
management interest, are assessed. They illustrate their
framework using an age-structured fisheries stock assessment
model fit to multiple data sets. Their application did not al-
low for density dependence in the population dynamics, ex-
cept through the effect of density on the temporal variation
in which ages are available to the fishery.
Inclusion of density dependence is important in evaluating

the impacts on populations. Without density dependence,
modeled populations can increase exponentially. This is unre-
alistic and can also cause computational or convergence
problems in fitting population dynamics models to data. Den-
sity dependence can also moderate the effects of covariates.
This is important because factors affecting density-
independent survival may be much less influential in the
presence of density dependence compared with factors that
affect carrying capacity (e.g., habitat). It is also important to
correctly identify the timing of when the factors influence the
population with respect to the timing of density dependence
processes and available data. The approach also provides a
framework for amalgamating the two paradigms of investigat-
ing population regulation outlined by Krebs (2002): the den-
sity paradigm and the mechanistic paradigm.
Here we develop a life cycle model that allows for density

dependence at multiple life stages and allows for factors to
impact different life stages. We apply the framework of De-
riso et al. (2008) where the first component also includes
identifying the life stages that are impacted by each factor
and where density dependence occurs. We illustrate the
framework by applying it to delta smelt (Hyposmesus trans-
pacificus). Delta smelt is an ideal candidate to illustrate the
modeling approach because there are several long-term abun-
dance time series for different life stages and a range of hy-
pothesized factors influencing its survival for which covariate

data is available. Life cycle models have been recommended
to evaluate the factors effecting delta smelt (Bennett 2005;
Mac Nally et al. 2010; Thomson et al. 2010).
Delta smelt is of particular management concern because

of declines in abundance and the myriad of anthropogenic
factors that could be causing the decline. Delta smelt is en-
demic to the San Francisco Estuary, which has multiple stres-
sors, including habitat modification, sewage outflow, farm
runoff, and water diversions, to name just a few. Delta smelt
was listed as threatened under the US and California Endan-
gered Species Acts in 1993. Several other pelagic species in
the San Francisco Estuary have also experienced declines,
but the factors causing the declines are still uncertain (Ben-
nett 2005; Sommer et al. 2007). Recent studies have investi-
gated the factors hypothesized to have caused the declines at
both the species and ecosystem level, but the results were not
conclusive (Mac Nally et al. 2010; Thomson et al. 2010).

Materials and methods

Model
The model is stage-based with consecutive stages being re-

lated through a function that incorporates density depend-
ence. For simplicity and to be consistent with the
predominant dynamics of delta smelt, we assume an annual
life cycle. However, it is straightforward to extend the model
to a multiple year life cycle or to stages that cover multiple
years (i.e., adding age structure; e.g., Rivot et al. 2004; New-
man and Lindley 2006). Within a year the number of individ-
uals in each stage is a function of the numbers in the
previous stage. The number of individuals in the first stage
is a function of the numbers in the last stage in the previous
year (i.e., the stock recruitment relationship), except for the
numbers in the first stage in the first year, which is estimated
as a model parameter. The functions describing the transition
from one stage to the next are modeled using covariates. A
state space model (Newman 1998; Buckland et al. 2004,
2007) is used to allow for annual variability in the equation
describing the transition from one life stage to the next. Tra-
ditionally, state space models describe demographic variabil-
ity (e.g., using a binomial probability distribution to represent
the number of individuals surviving based on a given sur-
vival rate; e.g., Dupont 1983; Besbeas et al. 2002); however,
environmental variability generally overwhelms demographic
variability (Buckland et al. 2007) so we model the process
variability (e.g., Rivot et al. 2004; Newman and Lindley
2006) using a lognormal probability distribution (Maunder
and Deriso 2003). Our approach differs from modeling the
log abundance and assuming additive normal process varia-
bility (e.g., Quinn and Deriso 1999, page 103), and the pop-
ulation dynamics function models the expected value rather
than the median. The difference in the expectation will sim-
ply be a scaling factor (exp( 0.5s2)) unless the variance of
the process variability changes with time.

ð1Þ Nt;s � Lognormal f ðNt;s 1Þ; s2
s 1

� �
; s > 1

ð2Þ Nt;1 � Lognormal f ðNt 1;nstagesÞ; s2
nstages

h i

where t is time, s is stage, nstages is the number of stages in
the model, and ss is the standard deviation of the variation
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not explained by the model (process variability) in the transi-
tion from stage s to the next stage.
The three-parameter Deriso Schnute stock recruitment

model (Deriso 1980; Schnute 1985) is used to model the
transition from one stage to the next. The Deriso Schnute
model is a flexible stock-recruitment curve in which the third
parameter (g) can be set to represent the Beverton Holt
(g = 1) and Ricker (g → 0) stock recruitment models
(Quinn and Deriso 1999, page 95).

ð3Þ f ðNÞ ¼ aNð1� bgNÞ1g
where the parameter a can be interpreted as the number of
recruits per spawner at low spawner abundance or the survi-
val fraction at low abundance levels. In cases for which only
the relative abundance at each stage can be modeled (as in
the delta smelt example), a also contains a scaling factor
from one survey to the next. The parameter b determines
how the number of recruits per spawner or the survival rate
decreases with abundance. Constraints can be applied to the
parameters to keep the relationship realistic: a ≥ 0, b ≥ 0.
The additional constraint a ≤ 1 can be applied when the rela-
tionship is used to describe survival and the consecutive
stages are modeled in the same units.
Covariates are implemented to influence the abundance ei-

ther before density dependence (g(N,x)) or after density de-
pendence (h(x)). Although, when no density dependence is
present, the two methods are identical.

ð4Þ f ðNÞ ¼ agðN; xÞ½1� bggðN; xÞ�1ghðxÞ

ð5Þ gðN; xÞ ¼ N exp
X

lx
� �

ð6Þ hðxÞ ¼ exp
X

bx
� �

where l and b are the coefficients of the covariate (x) for be-
fore and after density dependence, respectively, and are esti-
mated as model parameters.
For survival it might be important to keep the impact of

the environmental factors within the range 0 to 1 and the lo-
gistic transformation can be used, e.g.,

ð7Þ agðN; xÞ ¼ N
exp a0 þ

X
lx

� �

1þ exp a0 þ
X

lx
� �

Where the parameter a′ defines the base level of survival (i.e.,
a ¼ exp ða0Þ

1þexpða0Þ) and replaces a of the density dependence func-
tion.
If the covariate values are all positive, the negative expo-

nential can be used, e.g.,

ð8Þ gðN; xÞ ¼ N exp �
X

lx
� �

; l � 0; x � 0

A combination of the above three options may be appropriate
depending on the application.
The importance of the placement of the covariates (i.e., be-

fore or after density dependence) relates to both the timing of
density dependence and the timing of the surveys, which pro-
vide information on abundance. Covariates could be applied

to the other model parameters. For example, covariates that
are thought to be related to the carrying capacity (e.g., habi-
tat) could be used to model b.
The model is fit to indices of abundance (It,s). The abun-

dance indices are assumed to be normally distributed, but
other sampling distributions could be assumed if appropriate.
Typically, if the index of abundance is a relative index and
not an estimate of the absolute abundance, the model is fit
to the index by scaling the model’s estimate of abundance us-
ing a proportionality constant (q, often called the catchability
coefficient; Maunder and Starr 2003).

ð9Þ It;s � NormalðqNt;s; n
2
t;sÞ

However, the scaling factor is completely confounded with
the a parameter of the Deriso Schnute model, and therefore
the population is modeled in terms of relative abundance
that is related to the scale of the abundance indices for each
life stage and only makes sense in terms of total abundance if
the abundance indices are also in terms of total abundance.
Therefore, the proportionality constant (q) should be set to
one. Other data could also be used in the analysis if appropri-
ate (e.g., information on survival from mark recapture stud-
ies; Besbeas et al. 2002; Maunder 2004).

Model parameters to estimate
The model parameters estimated include the initial abun-

dance of the first stage N1,1; the parameters of the stock
recruitment model for each stage a, b, g; the coefficients of
the covariates l, b; the standard deviation of the process var-
iability for each stage s; and the standard deviation of the ob-
servation error (used in defining the likelihood function) for
each index of abundance v. The observation error standard
deviation, v, is often fixed based on the survey design or re-
stricted so that there is not a parameter to estimate for each
survey and time period (e.g., Maunder and Starr 2003). The
state space model can be implemented by treating the proc-
ess variability as random effect parameters (de Valpine
2002). The likelihood function that is optimized is calculated
by integrating over these parameters (Skaug 2002; Maunder
and Deriso 2003). Therefore, they are not treated as parame-
ters to estimate. However, realizations of the random effects
can be estimated by using empirical Bayes methods (Skaug
and Fournier 2006), so that the unexplained process variation
can be visualized. The estimated parameters of the model are
N1,1, a, b, g, l, b, s, and n.

Implementation in AD Model Builder
Dynamic models like the multistage life cycle model de-

scribed here can be computationally burdensome if they are
carried out in a state space modeling framework (i.e., inte-
grating over the state space or equivalently the process varia-
bility), and efficient parameter estimation is needed if multiple
hypotheses are being tested. Implementation is facilitated by
the use of Markov chain Monte Carlo and related methods
(Newman et al. 2009), and their use has increased in recent
years (Lunn et al. 2009). In particular, authors have found a
Bayesian framework convenient for implementation (Punt and
Hilborn 1997). An alternative approach is to use the Laplace
approximation to implement the integration (Skaug 2002).
AD Model Builder (ADMB; http://admb-project.org/) has an
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efficient implementation of the Laplace approximation using
automatic differentiation (Skaug and Fournier 2006). The real-
izations of the random effects are estimated by using empiri-
cal Bayes methods adjusted for the uncertainty in the fixed
effects (Skaug and Fournier 2006). ADMB was originally de-
signed as a function minimizer, and therefore likelihoods are
implemented in terms of negative log-likelihoods, and proba-
bility distributions are implemented in terms of negative log-
probabilities. A more complete description of ADMB and its
implementation of random effects can be found at http://
admb-project.org/.
The population is modeled using random effects to imple-

ment the state space model (de Valpine 2002):

ð10Þ Nt;s ¼ f ðNt;s 1Þ exp ss 13t;s 1 � 0:5s2
s 1

� �

ð11Þ Nt;1 ¼ f ðNt 1;nstagesÞ
� exp snstages3t 1;nstages � 0:5s2

nstages

� �

ð12Þ 3t;s � Nð0; 1Þ
A penalty is added to the objective function to implement the
random effects

ð13Þ 0:5
X
t;s

32t;s

The negative log-likelihood function for the abundance in-
dices ignoring constants is

ð14Þ � lnðLÞ ¼
X
t;s

lnðnt;sÞ þ ðIt;s � qNt;sÞ2
2n2t;s

Model selection
Model selection (Hilborn and Mangel 1997) can be used

to determine if the data supports density dependence for a
particular stage or the factors that impact the population dy-
namics. In our analysis different models are represented by
different values of the model parameters. The relationship be-
tween one stage and the next is density independent if b = 0.
Therefore, a test for density dependence tests whether b = 0.
When b = 0, g has no influence on the results, and unless a
hypothesis about g is made (i.e., Beverton Holt, g = 1; or
Ricker, g → 0), testing between density independence and
density dependence requires the estimation of two additional
parameters (b, g). A factor has no influence on the model
when its coefficient (l, b) is fixed at zero. Therefore, testing
a factor requires estimating one parameter for each factor
tested. There are a variety of methods available for model se-
lection and hypothesis testing, each with their own set of is-
sues (e.g., Burnham and Anderson 1998; Hobbs and Hilborn
2006). Given these issues, we rely on Akaike information cri-
terion adjusted for sample size (AICc) and AICc weights to
rank models and provide an idea of the strength of evidence
in the data about an a priori set of alternative hypotheses
(factors), but they are not used as strict hypothesis tests (An-
derson et al. 2000; Hobbs and Hilborn 2006).
The AICc is useful for ranking alternative hypotheses

when multiple covariates and density dependence assump-

tions are being considered. The AICc (Burnham and Ander-
son 2002) is given by

ð15Þ AICc ¼ �2 lnLþ 2K þ 2KðK þ 1Þ
n� K � 1

where L is the likelihood function evaluated at its maximum,
K is the number of parameters, and n is the number of obser-
vations. A better model fit is one with a smaller AICc score.
AICc weights are often used to provide a measure of the

relative support for a model and to conduct model averaging
(Hobbs and Hilborn 2006). AICc weights are essentially the
rescaled likelihood penalized by the number of parameters,
which is considered the likelihood for the model (Anderson
et al. 2000).

ð16Þ wi ¼ expð�0:5DiÞX
j

expð�0:5DjÞ

where D is the difference in the AICc score from the mini-
mum AICc score.
The correct modeling of observation and process variabil-

ity (error) is important for hypothesis testing. If process vari-
ability is not modeled, likelihood ratio and AIC-based tests
are biased towards incorrectly accepting covariates (Maunder
and Watters 2003). Other tests, such as randomization tests,
should be used if it is not possible to model the additional
process variability (e.g., Deriso et al. 2008). Incorrect sam-
pling distribution assumptions (e.g., assumed values for the
variance) can influence the covariate selection process, and
the weighting given to each data set can change which cova-
riates are chosen (Deriso et al. 2007). If data-based estimates
of the variance are not available, estimating the variances as
model parameters or using concentrated likelihoods is appro-
priate (Deriso et al. 2007). Missing covariate data need to be
dealt with appropriately, such as by using the methods de-
scribed in Gimenez et al. (2009) and Maunder and Deriso
(2010).
Parameter estimation of population dynamics models gen-

erally requires iterative methods, which take longer than cal-
culations based on algebraic solutions, and therefore limit the
number of models that can be tested (Maunder et al. 2009).
This is problematic when testing hypotheses because, argu-
ably, all possible combinations of the covariates and density-
dependent possibilities should be evaluated. All possible
combinations should be used because a covariate by itself
may not significantly explain process variation, but in combi-
nation they do (Deriso et al. 2008), and some covariates may
only be significant if density dependence is taken into con-
sideration. However, modeling of process variability, as we
suggest, may minimize this possibility. In many cases, time
and computational resource limitations may prevent testing
all possible combinations, and therefore we suggest the strat-
egy described in Table 1.
We stop evaluating covariates when the lowest AICc model

in the current iteration is at least four AICc units higher than
the model with the lowest overall AICc (step 2e). The ap-
proach is based on a compromise between eliminating mod-
els for which there is definite, strong, or very strong evidence
that the model is not the Kullback Leibler (K L) best model
(4 ≤ D) and the fact that there is a maximum D when adding
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covariates to the lowest AICc model. We have chosen to
carry out the selection process by using the sum of the AICc
weights over all models that include the corresponding factor
(step 2d). This selection process chooses factors that have
high support in general, work in combination with other fac-
tors, and are therefore less likely to preclude additional fac-
tors in subsequent steps. This approach embraces the
multiple hypothesis weight of evidence framework and is
somewhat consistent with model averaging. We also remove
models for which any of the estimated covariate coefficients
are the incorrect sign as assumed a priori (step 2b). Modifi-
cation of this procedure may be needed depending on the
available computational resources, the number of covariates
and model stages, and the relative difference in the weight of
evidence among models.
Burnham and Anderson (2002) note that in general, there

are situations where choosing to make inferences using a
model other than the lowest AICc model can be justified
(their page 330) based on professional judgment, but only
after the results of formal selection methods have been pre-
sented (their page 334). For example, model parameteriza-
tions that do not make sense biologically might be
eliminated from consideration. Burnham and Anderson
(2002) give an example (their page 197) where a quadratic
model is rejected because it could not produce the monotonic
increasing dose response that was desired. Sometimes AICc
will select a model that fits to quirks or noise in the data but
does not provide a useful model. The selected best model is a
type of estimate, and so like a parameter estimate it can
sometimes be a poor estimate (Ken Burnham, Colorado State
University, Colorado Cooperative Fish and Wildlife Research
Unit, Fort Collins, Colorado, personal communication, 2010).
Parameter estimates from stock recruitment models in in-

tegrated assessments are often biased towards extremely
strong density-dependent survival (recruitment is independent
of stock size) (Conn et al. 2010), and this is unrealistic for
stocks that have obtained very low population sizes. We
therefore identify values of the Deriso Shnute stock
recruitment relationship (for the Beverton Holt and Ricker
special cases) b parameter that are realistic (see Appendix
A). We assume that recruitment (or the individuals surviving)
cannot be greater than 80% of that expected from the average

population size when the population is at 5% of the average
population size seen in the surveys during the period studied.
Models with unrealistic density dependence are given zero
weight in that step of the model selection prodecure (step
2b).

Impact analysis
To determine the impact of the different factors on the

stock, we conducted analyses using values of the covariates
modified to represent a desired (e.g., null) effect. Following
Deriso et al. (2008), these analyses were conducted simulta-
neously within the code of the original analyses so that the
impact assessments shared all parameter values with the orig-
inal analyses. This allowed estimation of uncertainty in the
difference between the models with the covariate included
and with the desired values of the covariate. The results are
then compared for the quantities of interest, which may be a
derived quantity other than the covariate’s coefficients. For
example, if a covariate is related to some form of mortality,
the coefficient is set to zero to determine what the abundance
would have been in the absence of that mortality (e.g., Wang
et al. 2009).

Application to delta smelt
The multistage life cycle model is applied to delta smelt to

illustrate the application of the model, covariate selection
procedure, and impact analysis. Delta smelt effectively live
for 1 year and one spawning season. Some adults do survive
to spawn a second year, but the proportion is low (Bennett
2005) and we ignore them in this illustration of the modeling
approach. The delta smelt life cycle is broken into three
stages (Fig. 1). The model stages are associated with the tim-
ing of the three main surveys, (i) 20 mm trawl (20 mm),
(ii) summer tow net (STN), and (iii) fall midwater tow
(FMWT), and roughly correspond to the life stages larvae,
juveniles, and adults, respectively. The reason for associating
the model stages with the surveys is because the surveys are
the only data used in the model, and therefore information is
only available on processes operating between the surveys.
The population is modeled from 1972 to 2006 because these
are the years for which data for most of the factors are avail-
able. The STN abundance index is available for the whole

Table 1. Algorithm for evaluating covariates for the delta smelt (Hyposmesus transpacificus) application.

1 Evaluate density dependence.
(a) Calculate all combinations of density dependent processes without the inclusion of factors. Combinations include (i) den

sity independent; (ii) Beverton Holt; (iii) Ricker; and (iv) estimate both b and g. These can be at any of the three stages.
(b) Choose the density dependence combination that has the lowest AICc, or if there are several that have similar support,

choose multiple combinations.

2 Evaluate covariates.
(a) For each density dependence scenario chosen in 1b, run all possible one and two covariate combinations.
(b) For each combination, set the AICc weight to zero if the sign is wrong for either of the coefficients in the combination or if

the b parameter of a density dependence function is unrealistically high.
(c) Sum AICc weights for a given covariate across all models that include that covariate.
(d) Select the two covariates with the highest summed AICc weights to retain for the next iteration.
(e) Iterate a d until the AICc value of the best model in the current iteration is more than four units higher than the lowest

AICc model.

3 Double check all included covariates.
(a) Check confidence intervals of the estimated coefficients for all included covariates to see if they contain zero.
(b) For all coefficients that contain zero, remove the associated covariate and see if the AICc is degraded. If the AICc is not

degraded, exclude that covariate from the model.
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Table 2. The variables used as candidates to account for the changes in delta smelt abundance.

Factor Name Covariate Stage Before After Sign Description
Data
scaling Justification

1 SpDys 1 A Before + Days where temperature is in the range
11 20 °C

Norm This measures the number of days of spawning the longer the
spawning season, presumably the better chance of survival

2 TpAJ 2 L Before or + Average water temperature in delta smelt
habitat for April June

Norm Temperature affects growth rate and survival of early life stages

3 TpAJ 2 A After or +
4 TpJul 3 L After Average water temperature in delta smelt

habitat for July
Norm Higher water temperatures can be lethal; could also include August

temperature
5 EPAJ 4 L Before + Minimum eurytemora and pseudodiapto

mus density for April June
Norm Measures height of food “gap” in spring, as eurytemora falls from

spring maximum and pseudodiaptomus rises from ~0
6 EPAJ 4 A After +
7 EPJul 5 L After + Average eurytemora and pseudodiaptomus

density for July
Norm Measures food availability in summer until summer tow net survey,

identified as problem by Bennett (2005) based on smelt condition
8 Pred1 6 J After September December abundance of other

predators
Mean Predation is a source of direct mortality, measured as the product of

relative density from beach seine data with the square of average
Secchi depth

9 Pred1 6 A Before
10 Pred1 6 A After
11 StBass 7 J After September December abundance of

striped bass
Mean A major predator, whose abundance is measured as actual number of

adults
12 StBass 7 A Before
13 StBass 7 A After
14 DSLth 8 L After + Delta smelt average length Norm See Bennett (2005) for length vs. fecundity relationship, linear for 1

year olds
15 DSLth 8 J After +
16 DSLth 8 A After +
17 TpJS 9 J After Maximum 2 week average temperature for

July September
Norm Measure of whether lethal temperature is reached in hot months

18 EPJA 10 J After + Average eurytemora and pseudodiaptomus
density for July August

Norm Measures food availability in summer between STN and FMWT sur
veys, identified as problem by Bennett (2005) based on smelt con
dition

19 Secchi 11 A Before January February weighted Secchi depth Norm Protection from predators
20 Secchi 11 A After
21 Jent 12 L After +* Juvenile entrainment Raw Entrained in by water pumps
22 Aent 13 A Before +* Adult entrainment Raw Entrained in by water pumps
23 Pred2 14 L Before April June abundance of other predators Mean Predation is a source of direct mortality, measured as the product of

relative density from beach seine data with the square of average
Secchi depth

24 Pred2 14 A After

Note: A occurs between adult and larval stages; L occurs between larval and juvenile stages; J occurs between juvenile and adult stages; Norm subtract mean and divide by standard deviation;
Mean divide by mean; Raw not scaled. The covariate is attributed to after density dependence unless it is known to occur before density dependence. This is because density dependence generally
reduces the influence of the covariate.
*The effect of entrainment on survival is negative, but the covariate is formulated so setting the coefficient to 1 implies the assumption that entrainment is known without error, so the coefficient should be

positive.
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regression model of winter Old Middle River flow to his
adult entrainment estimates and his larval juvenile entrain-
ment estimates were fitted to a multiple linear regression
model with spring Old Middle River flow and spring low sal-
inity zone (as measured by X). The values from Kimmerer
(2008) were used for years in which they are available, and
the linear regression predictions were used for the remaining
years. Manly (2010b) provided several variables as candi-
dates to account for the changes in delta smelt abundance
from fall to summer and summer to fall. The fall to summer
covariates could influence the adult and larvae stages, while
the summer to fall covariates could influence the juvenile
stage. The factors proposed by Manly (2010b) are those that
are considered to act directly on delta smelt. There are many
other proposed factors that act indirectly through these fac-
tors. We also include Secchi disc depth as a covariate for
water turbidity clarity, since it was identified as a factor by
Thomson et al. (2010). Exports were also identified as an im-
portant factor and were assumed to be related to entrainment.
However, we chose to use direct measures of entrainment. In-
teractions among the factors were not considered in the appli-
cation. However, some of the covariates implicitly include
interactions in their definition and construction.
Some manipulation of the data was carried out before use

in the model (the untransformed covariate values used in the
model are given in the supplementary material1). Delta smelt
average length was missing for 1972 1974, 1976, and 1979
and was set to the mean based on Maunder and Deriso
(2010). The factors were normalized (mean subtracted and
divided by standard deviation) to improve model perform-

ance, except for the covariates relating to predator abundance,
which were just divided by the mean, and the entrainment
mortality rates, which were not transformed. These excep-
tions are factors that are hypothesized to have a unidirec-
tional impact, and setting their coefficients to zero is needed
for impact analysis. Setting the coefficient for the entrain-
ment mortality rate covariates to one can be used to deter-
mine the impact if the entrainment estimates are assumed to
be correct.
The standard approach outlined above and in Table 1 is

applied to the delta smelt application. The Ricker model was
approximated by setting g = exp( 10). We also constrained
g < 0 to avoid computational errors. It is difficult to scale the
survey data to absolute abundance, so they are all treated as
relative abundance and are not on the same scale. The scaling
parameter a is not limited to a ≤ 1, and the exponential
model is used for all covariates. To illustrate the impact anal-
ysis, we implement three scenarios. In the first scenario, the
covariates are all set to zero. This means that environmental
conditions are average, predation is zero, and entrainment is
zero. We implement the second scenario if one or both of
the entrainment covariates are selected for inclusion in the
model. In this case, only the entrainment coefficients are set
to zero. In the third scenario, we take the final set of covari-
ates and add the entrainment covariates (or substitute them if
they were already included in the model) with their coeffi-
cients set to one and rerun the model. In this case, only the
entrainment coefficients are set to zero in the impact analysis.

Results
AICc values and weights were calculated for all possible

combinations of density dependence that included no density
dependence (No), a Beverton Holt model (BH), a Ricker
model (R), and estimation of both b and g (DD) (Table 3).
Density dependence was clearly preferred for survival from
juveniles to adults (J), but it is not clear if the density de-
pendence is Beverton Holt, Ricker, or somewhere in be-
tween. The Beverton Holt and Ricker models for juvenile
survival appear to be influenced by three consecutive data
points (years 1976 1978) of high juvenile abundance with
corresponding average adult abundance (Figs. 2 and 3). The
evidence for and against density dependence is about the
same for the stock recruitment relationship from adults to
larvae (A), with slightly more evidence for no density de-
pendence if survival from juveniles to adults is Beverton
Holt and slightly more evidence for Beverton Holt density
dependence if the survival from juveniles to adults is Ricker.
The evidence for no density dependence in survival from lar-
vae to juveniles (L) is moderately (three to four times) higher
than that for density dependence. Therefore, we proceed with
four density dependence scenarios: (i) Beverton Holt density
dependence in survival from juveniles to adults (JBH);
(ii) Beverton Holt density dependence in survival from juve-
niles to adults and a Beverton Holt stock recruitment rela-
tionship from adults to larvae (JBHABH); (iii) Ricker
density dependence in survival from juveniles to adults (JR);
and (iv) Ricker density dependence in survival from juveniles
to adults and a Beverton Holt stock recruitment relationship
from adults to larvae (JRABH).
The number and the type of factors supported by the data

Table 3. AICc weights for all possible density dependence models
without covariates.

J No J BH J R J DD Sum
L No A No 0.000 0.079 0.062 0.027 0.168

A BH 0.000 0.075 0.067 0.026 0.168
A R 0.000 0.059 0.052 0.020 0.131
A DD 0.000 0.069 0.064 0.023 0.156
Sum 0.000 0.281 0.245 0.096 0.622

L BH A No 0.000 0.022 0.017 0.007 0.047
A BH 0.000 0.020 0.018 0.007 0.045
A R 0.000 0.016 0.014 0.005 0.035
A DD 0.000 0.018 0.017 0.006 0.040
Sum 0.000 0.076 0.066 0.025 0.167

L R A No 0.000 0.022 0.017 0.007 0.047
A BH 0.000 0.020 0.018 0.007 0.045
A R 0.000 0.016 0.014 0.005 0.035
A DD 0.000 0.018 0.017 0.006 0.040
Sum 0.000 0.076 0.066 0.025 0.167

L DD A No 0.000 0.006 0.005 0.002 0.013
A BH 0.000 0.005 0.005 0.002 0.012
A R 0.000 0.004 0.004 0.001 0.009
A DD 0.000 0.004 0.004 0.001 0.010
Sum 0.000 0.020 0.017 0.006 0.043

Note: L survival from larvae to juveniles; J survival from juveniles
to larvae; A the stock recruitment relationship from adults to larvae;
No no density dependence; BH Beverton Holt density dependence;
R Ricker density dependence; DD Deriso Schnute density dependence
(i.e., estimate g).

1292 Can. J. Fish. Aquat. Sci. Vol. 68, 2011

Published by NRC Research Press

C
an

. J
. F

is
h.

 A
qu

at
. S

ci
. D

ow
nl

oa
de

d 
fr

om
 w

w
w

.n
rc

re
se

ar
ch

pr
es

s.
co

m
 b

y 
C

al
if

 D
ig

 L
ib

 -
 D

av
is

 o
n 

05
/0

9/
14

Fo
r 

pe
rs

on
al

 u
se

 o
nl

y.
 







dependent assumptions, there were alternatives with more (or
less) covariates than the lowest AICc model (within the mod-
els for that density dependence assumption), for which there
was not definite, strong, or very strong evidence that the
model is not the K L best model (4 ≤ D), suggesting that
these factors should also be considered as possible factors
that influence the population dynamics of delta smelt (Ta-
ble 5). However, the asymmetrical nature of the AICc scores
for nested models should be kept in mind.
The magnitude and the sign of the covariate coefficients

are generally consistent across models (Table 6). The covari-
ates were standardized so that the size of the coefficients are
generally comparable across covariates. The coefficients are
similar magnitudes for most covariates except those for water
clarity (Secchi) and, particularly, adult entrainment (Aent),
which had much larger effects. These both occurred before
the stock recruitment relationship from adults to larvae,
which had a very strong density dependence effect. Pred2
had a small effect. The confidence intervals on the coeffi-
cients support inclusion of the covariates in the lowest AICc
models except for Pred2 (Table 6). The effects for Secchi
and Aent appear to be unrealistically large, and their coeffi-
cients have a moderately high negative correlation. This ap-
pears to be a consequence of the unrealistically strong
density dependence estimated in the stock recruitment rela-
tionship from adults to larvae for those models (see Supple-
mental Table S6 online1).
The five lowest AICc models in iteration 6 of the two fac-

tors at a time procedure had a b parameter of the Beverton
Holt stock recruitment relationship from adult to larvae that
was substantially greater than the critical value used to define
realistic values of the parameter. The sixth model had an AIC
of 812.53, which is worse than the lowest AICc model of
iteration 5. The lowest AICc model with Beverton Holt sur-
vival from juveniles to adults and Beverton Holt stock
recruitment relationship from adult to larvae also had an un-
realistic b parameter, and the next lowest AICc model had an
AIC of 812.33. Therefore, the lowest AICc model after ac-
counting for realistic parameter values is the lowest AICc
model from iteration 5 with Ricker survival from juveniles
to adults and Beverton Holt stock recruitment relationship

from adult to larvae with one additional covariate (Table 5,
AICc = 808.47). The confidence intervals for the Pred2 cova-
riate for this model contained zero and removing the Pred2
covariate essentially had no effect on the likelihood. There-
fore, we chose this model without the Pred2 covariate as the
lowest AICc model (AICc = 806.63). Several models had an
AICc score within two units of this model; according to the
Burnham and Anderson (1998, p. 128) guidelines, “there is
no credible evidence that the model should be ruled out”.
Therefore, to illustrate the sensitivity of results to the model
choice, we also provide results for the model with the fewest
parameters that was within two AICc units of the lowest AICc
model. This alternative model is that selected with two addi-
tional parameters in iteration 3 of the selection procedure
(Table 5, AICc = 810.20). Removing the Pred2 covariate im-
proved the AICc score (808.63), so we also eliminated the
Pred2 covariate from this model.
The models fit the survey data well (Figs. 4 and 5), in fact

better than expected from the survey standard errors, indicat-
ing that most of the variation in abundance was modeled by
the covariates or unexplained process variability. The unex-
plained process variability differed among the stages (Fig. 6;
Table 7). Essentially all the variability in survival between
larvae and juveniles was explained by the covariates. The
amount of variability explained in the survival from juveniles
to adults was higher than that in the stock recruitment rela-
tionship, but they show similar patterns (Fig. 6; Table 7).
There was substantial correlation among estimated parame-

ters (see supplementary material1). The lowest AIC model
has moderate and high correlation between the covariate co-
efficients and several model parameters and also among the
covariate coefficients themselves (Supplemental Table S61).
The alternative model has fewer parameter correlations (Sup-
plemental Table S71). The parameters of the density depend-
ence function were highly positively correlated. The relative
number of larvae in the first year is negatively correlated
with parameters influencing larval survival, including the sur-
vival fraction at low abundance (a), the standard deviation of
the process variability, and the prey covariate coefficients.
The coefficients for the prey and temperature covariates in-
fluencing larval survival are correlated. This is partly related

Table 4. Order of inclusion of factors into the analysis.

Factor Name Stage Before After JBH JBHABH JR JRABH
2 TpAJ L Before 1 1 2 2
4 TpJul L After 2 2 2 3
5 EPAJ L Before 1 1 1 1
7 EPJul L After 4 5
8 Pred1 J After 2 2 3 3
18 EPJA J After 3 3 1 2
19 Secchi A Before 3 4
22 Aent A Before 4 4
23 Pred2 L Before 1*

Note: JBH Beverton Holt density dependence from the juvenile (J) to adult (A) stage;
JBHABH Beverton Holt density dependence from the juvenile to adult stage and Beverton Holt
density dependence from the adult to larvae (L) stage (the stock recruitment relationship); JR
Ricker density dependence from the juvenile to adult stage; JRBH Ricker density dependence
from the juvenile to adult stage and Beverton Holt density dependence from the adult to larvae
stage (the stock recruitment relationship). See Tables 2 and 3 for definitions.
*This covariate was excluded from the final model because the confidence interval of its coeffi

cient included zero and including the covariate degraded the AICc.
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Table 6. Estimates of coefficients (and 95% confidence intervals) from the lowest AICc models for each density dependence assumption.

Factor Name Stage B A JBH JBHABH JR JRABH JRABH, no Pred2 Alternative
2 TpAJ L B 0.32 ( 0.46, 0.18) 0.21 ( 0.36, 0.07) 0.32 ( 0.45, 0.19) 0.20 ( 0.34, 0.06) 0.22 ( 0.36, 0.09) 0.31 ( 0.44, 0.18)
4 TpJul L A 0.29 ( 0.50, 0.08) 0.30 ( 0.49, 0.12) 0.28 ( 0.49, 0.07) 0.28 ( 0.47, 0.09) 0.32 ( 0.50, 0.13) 0.30 ( 0.50, 0.11)
5 EPAJ L B 0.39 (0.15, 0.63) 0.40 (0.18, 0.62) 0.37 (0.13, 0.61) 0.32 (0.09, 0.55) 0.36 (0.14, 0.58) 0.47 (0.23, 0.71)
7 EPJul L A 0.32 (0.07, 0.58) 0.31 (0.05, 0.56) 0.33 (0.07, 0.59)
8 Pred1 J A 0.45 ( 0.84, 0.06) 0.49 ( 0.90, 0.08) 0.37 ( 0.71, 0.03) 0.42 ( 0.77, 0.07) 0.44 ( 0.78, 0.09) 0.40 ( 0.75, 0.05)
18 EPJA J A 0.21 (0.00, 0.42) 0.22 (0.00, 0.45) 0.44 (0.21, 0.66) 0.46 (0.22, 0.69) 0.46 (0.22, 0.69) 0.46 (0.23, 0.69)
19 Secchi A B 1.08 ( 1.97, 0.19) 1.24 ( 2.27, 0.22) 1.15 ( 2.11, 0.20)
22 Aent A B 9.50 (0.62, 18.38) 10.97 (0.93, 21.01) 10.32 (0.99, 19.65)
23 Pred2 L B 0.19 ( 0.52, 0.13)

a L 396 (334, 458) 451 (373, 529) 396 (337, 456) 593 (307, 879) 454 (376, 532) 410 (340, 481)
a J 0.74 (0.01, 1.48) 0.77 ( 0.02, 1.56) 0.39 (0.18, 0.6) 0.42 (0.19, 0.65) 0.43 (0.2, 0.66) 0.41 (0.19, 0.63)
a A 0.03 (0.02, 0.04) 0.2 ( 0.13, 0.53) 0.03 (0.02, 0.04) 0.27 ( 0.24, 0.78) 0.25 ( 0.18, 0.67) 0.08 (0, 0.16)
b L 0 0 0 0 0 0
b (×10–4) J 8.38 ( 0.19, 16.95) 7.95 ( 0.57, 16.48) 1.43 (1.01, 1.84) 1.42 (1.01, 1.84) 1.44 (1.02, 1.85) 1.43 (1.01, 1.84)
b (×10–2) A 0 1.48 ( 1.41, 4.38) 0 2.35 ( 2.77, 7.47) 1.93 ( 1.96, 5.81) 0.52 ( 0.34, 1.39)
g L
g J 1 1 0 0 0 0
g A 1 1 1 1
s L 0.07 ( 0.32, 0.45) 0 ( 0.35, 0.35) 0.04 ( 0.5, 0.59) 0 ( 0.35, 0.35) 0 ( 0.26, 0.26) 0.1 ( 0.2, 0.39)
s J 0.52 (0.36, 0.67) 0.55 (0.39, 0.71) 0.46 (0.31, 0.6) 0.48 (0.32, 0.63) 0.48 (0.32, 0.63) 0.47 (0.32, 0.62)
s A 0.79 (0.57, 1.01) 0.61 (0.45, 0.77) 0.82 (0.59, 1.04) 0.61 (0.45, 0.77) 0.62 (0.46, 0.78) 0.71 (0.52, 0.9)
h0.05 L 1 1 1 1 1 1
h0.05 J 0.24 (0.09, 0.4) 0.24 (0.08, 0.4) 0.11 (0.09, 0.14) 0.11 (0.09, 0.14) 0.12 (0.09, 0.14) 0.11 (0.09, 0.14)
h0.05 A 1 0.29 ( 0.06, 0.64) 1 0.38 ( 0.09, 0.85) 0.34 ( 0.07, 0.75) 0.15 (0, 0.3)

Note: Definitions of abbreviations and a description of the covariates can be found in Table 2 and the density dependence configurations in Table 4; B A, before after. The alternative model is the model
that has the fewest covariates and the AICc is less than two AICc units greater than the lowest AICc model.
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The estimates of the b parameter of the Beverton Holt
stock recruitment relationship between adults and larvae pro-
duced density dependence that was unrealistically strong in a
few models. Consequently, this caused estimates of some co-
efficients that were also unrealistic (e.g., the coefficient for
adult entrainment was nearly two orders of magnitude higher
than expected). Even when a model was selected for which
the b parameter was considered reasonable, the coefficient
for adult entrainment was still an order of magnitude greater
than expected. This illustrates that naively following AICc
model selection without use of professional judgment is not
recommended. We could have included all models in the
sum of the AICc weights by bounding the b parameter in the
parameter estimation process (the parameter would probably
be at the bound), but we considered inference based on mod-
els with a parameter at the bound inappropriate. An alterna-
tive approach would be to use an informative prior for b
(Punt and Hilborn 1997) to pull it away from unrealistic val-
ues, but we did not have any prior information that was con-
sidered appropriate.
Anderson et al. (2000) warn against data dredging as a

method to test factors that influence population dynamics. In
their definition of data dredging, they include the testing of
all possible models, unless, perhaps, if model averaging is
used. This provides somewhat of a dilemma when using a
multistage life cycle model because there are often multiple
candidate factors for each life stage and they may only be de-
tectable if included in the model together. For this reason, we
use an approximation to all possible models and rely on AICc
and AICc weights to rank models and provide an idea of the
strength of evidence in the data about the models and do not
apply strict hypothesis tests. Some form of model averaging
using AICc weights might be applicable to the impact analy-
sis, although the estimates of uncertainty would have to in-
clude both model and parameter uncertainty. The estimates
of uncertainty in our impact analysis underestimate uncer-
tainty because they do not include model selection uncer-
tainty, and use of model averaging might provide better
estimates of uncertainty (Burnham and Anderson 2002). In
addition, we use symmetric confidence intervals and ap-
proaches that provide asymmetric confidence intervals may
be more appropriate (e.g., based on profile likelihood or
Bayesian posterior distribution).
Our results suggest that of all the factors that we tested,

food abundance, temperature, predator abundance, and den-
sity dependence are the most important factors controlling
the population dynamics of delta smelt. Survival is positively
related to food abundance and negatively related to tempera-
ture and predator abundance. There was also some support
for a negative relationship with water clarity and adult en-
trainment and a positive relationship with the number of
days where the water temperature was appropriate for spawn-
ing. The first variables to be included in the model were
those related to survival from larvae to juveniles, followed
by survival from juveniles to adults, and finally the stock
recruitment relationship. Mac Nally et al. (2010) also found
that high summer water temperatures had an inverse relation-
ship with delta smelt abundance. Thomson et al. (2010)
found exports and water clarity as important factors. We did
not include exports, but included explicit estimates of entrain-
ment. We found some support for adult entrainment, but it

was not one of the main factors, and the coefficient was un-
realistically high and highly correlated with the coefficient
for water clarity. Mac Nally et al. (2010) and Thomson et al.
(2010) only used the FMWT data and did not look at the dif-
ferent life stages, which probably explains why the factors
supported by their analyses differ from what we found.
We found strong evidence for density dependence in sur-

vival from juveniles to adults, some evidence for density de-
pendence for the stock recruitment relationship from adults
to larvae, and evidence against density dependence in sur-
vival from larvae to juveniles. This might be surprising since
the population is of conservation concern owing to low abun-
dance levels. However, the available data covers years, partic-
ularly in the 1970s, where the abundance was high, and data
for these years provide information on the form and strength
of the density dependence. At the recent levels of abundance,
density dependence is probably not having a substantial im-
pact on the population, and survival is impacted mainly by
density-independent factors. Previous studies only found
weak evidence for a stock recruitment relationship and sug-
gested that density-independent factors regulate the delta
smelt population (e.g., Moyle et al. 1992). Bennett (2005)
found that the strongest evidence for density dependence was
between juveniles and pre-adults. Mac Nally et al. (2010)
found strong support for density dependence, but Thomson
et al. (2010) did not.
Several pelagic species in the San Francisco Estuary have

also experienced declines, but the factors causing the declines
are still uncertain (Bennett 2005; Sommer et al. 2007).
Thomson et al. (2010) used Bayesian change point analysis
to determine when the declines occurred and included covari-
ates to investigate what caused the declines. They were un-
able to fully explain the decline, and unexplained declines
were still apparent in the early 2000s. The impact analysis
we applied to delta smelt suggests that the factors included
in the model explain the low levels of delta smelt from 2002
to 2006. However, there is still substantial annual variation in
the delta smelt abundance and uncertainty in the estimates of
abundance for these years.
The theory for state space stage-structured life cycle mod-

els is well developed (Newman 1998; de Valpine 2002;
Maunder 2004), they have been promoted (Thomson et al.
2010; Mac Nally et al. 2010), they facilitate the use of multi-
ple data sets (Maunder 2003), they provide more detailed in-
formation about how factors impact a population, they
encompass all the statistical modeling advances advocated
by Rose et al. 2001, and we have shown that they can be im-
plemented. Therefore, we recommend that they are an essen-
tial tool for evaluating factors impacting species of concern
such as delta smelt.
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Appendix A. Calculating realistic values for
the b parameter of the Beverton–Holt and
Ricker versions of the Deriso–Schnute stock–
recruitment model
The third parameter (g) of the Deriso Schnute stock

recruitment model (Deriso 1980; Schnute 1985)

f ðNÞ ¼ aNð1� bgNÞ1g
can be set to represent the Beverton Holt (g = 1) and
Ricker (g → 0) models (Quinn and Deriso 1999, page 95),
which correspond to

f ðNÞ ¼ aN

1þ bN
and f ðNÞ ¼ aN expð�bNÞ

The recruitment at a given reference abundance level (e.g.,
the carrying capacity N0) can be calculated as

R0 ¼ aN0

1þ bN0

and R0 ¼ aN0 expð�bN0Þ

The recruitment when the abundance is at a certain fraction
(p) of this reference level can be calculated as

Rp ¼ apN0

1þ bpN0

and Rp ¼ aN0 expð�bpN0Þ
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A standard reference in fisheries is the recruitment as a
fraction of the recruitment in the absence of fishing (the car-
rying capacity) that is achieved when the abundance is 20%
of the abundance in the absence of fishing (steepness).

h ¼ R0:2

R0

¼
1
N0
þ b

5
N0
þ b

and h ¼ R0:2

R0

¼ 0:2 expð0:8bN0Þ

To set b for a given steepness

b ¼ 5h� 1

N0 � hN0

and b ¼ lnð5hÞ
0:8N0

The 20% reference level was probably chosen because the
objective of fisheries management has traditionally been to
maximize yield, and it is generally considered that when a
population falls below 20% of its unexploited level, the stock
cannot sustain that level of yield. In the delta smelt applica-
tion, the concern is about low levels of population abundance
and we do not estimate the unexploited population size.
Therefore, a more appropriate reference level might be 5% of
the average level observed in the surveys.

h0:05 ¼ R0:05

Ravg

¼
1

Navg
þ b

20
Navg

þ b
and h0:05 ¼ R0:05

Ravg

¼ 0:05 expð0:95bNavgÞ

b ¼ 20h0:05 � 1

Navg � h0:05Navg

and b ¼ lnð20h0:05Þ
0:95N0:05

This specification is also more appropriate when consider-
ing both the Beverton Holt and Ricker models because the

Ricker model reduces at high abundance levels, and the re-
cruitment at an abundance level that is 20% of the carrying
capacity could be higher than the recruitment at carrying ca-
pacity. We restrict the models to those that have b estimates
such that the expected recruitment when the population is at
5% of its average level (over the survey period) is equal to or
less than 80% of the recruitment expected when the popula-
tion is at its average level (Table A1). This is equivalent to a
Beverton Holt h0.2 = 0.95 based on the abundance reference
level being the average abundance from the surveys, which is
probably conservative in the sense of not rejecting high val-
ues of b.
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Table A1. Maximum values of the parameter b for inclusion of
models in the model selection process.

Maximum b

Average
abundance Beverton Holt Ricker

20 mm (larvae) 7.99 9.3867 0.3653
STN (juveniles) 6140 0.0122 0.0005
FMWT (adults) 459 0.1634 0.0064

Note: STN, summer tow net; FMWT, fall midwater tow.
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